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Abstract
In this article, we introduce a class of stochastic matrix control functions to stabilize a
nonlinear fractional Volterra integro-differential equation with Ψ -Hilfer fractional
derivative. Next, using the fixed-point method, we study the Ulam–Hyers and
Ulam–Hyers–Rassias stability of the nonlinear fractional Volterra integro-differential
equation in matrix MB-space.
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1 Introduction
Fractional calculus is considered as a branch of mathematical analysis which deals with the
investigation and applications of integrals and derivatives of arbitrary order. Therefore,
fractional calculus is an extension of the integer-order calculus that considers integrals
and derivatives of any real or complex order [1, 2], i.e., unifies and generalizes the notions
of integer-order differentiation and n-fold integration.

Different forms of fractional operators have been introduced, like the Riemann–
Liouville, Grinwald–Letnikov, Weyl, Caputo, Marchaud, and Hadamard fractional deriva-
tives. The first approach is that Riemann-Liouville, which is based on iterating the classical
integral operator n times and then considering the Cauchy’s formula where n! is replaced
by the Gamma function, and hence the fractional integral of noninteger order is defined.

Fractional calculus has attracted the attention of many mathematicians, but also of some
researchers in other areas like physics, chemistry, and engineering. As it is well known,
several physical phenomena are often better described by fractional derivatives. This is
mainly due to the fact that fractional operators take into consideration the evolution of
the system, by taking the global correlation, and not only local characteristics. More-
over, integer-order calculus sometimes contradicts the experimental results, and there-
fore, derivatives of fractional order may be more suitable [3–5].

Very useful physical applications have given birth to the variable-order fractional cal-
culus, for example, in modeling mechanical behaviors [6]. Nowadays, variable-order frac-

© The Author(s) 2021. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use,
sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other
third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

https://doi.org/10.1186/s13662-021-03275-2
http://crossmark.crossref.org/dialog/?doi=10.1186/s13662-021-03275-2&domain=pdf
mailto:r_chaharpashlou@mathdep.iust.ac.ir
mailto:rsaadati@eml.cc
mailto:rsaadati@iust.ac.ir


Chaharpashlou and Saadati Advances in Difference Equations        (2021) 2021:118 Page 2 of 12

tional calculus is particularly recognized as a useful and promising approach in the mod-
eling of diffusion processes, in order to characterize time- or concentration-dependent
anomalous diffusion, or diffusion processes in inhomogeneous porous media [7].

Results on existence and stability of solutions of implicit fractional differential equations
can be found in [8–11].

By proposing the study of solution stability via fractional integrals and fractional deriva-
tives, we can generalize the results and obtain the usual ones as particular cases. In this
article, we study distribution functions with the ranges in a class of matrix algebras with
the generalized triangular norms, to define MB-space and introduce a new class of ma-
trix control functions. Also, we will use two recent fractional operators, that is, of general
differentiation and integration [12].

These concepts help us study the Hyers–Ulam (in short HU) and Hyers–Ulam–Rassias
(in short HUR) stability of fractional nonlinear Volterra integro-differential equation (in
short VIDE),

⎧
⎨

⎩

H
D

ι,κ ;Ψ
0+ μ(ς ) = F(ς ,μ(ς )) +

∫ ς

0 H(ς ,ϑ ,μ(ς )) dϑ ,

I1–γ
0+ μ(0) = σ ,

(1.1)

with ς ∈ [0, T] and a continuous function (in short CF) F(ς ,μ), also H(ς ,ϑ ,μ) is a CF with
respect to ς , ϑ and μ on [0, T] ×R×R, σ is a fixed number, H

D
ι,κ ;Ψ
0+ μ(·) is defined in (2.1)

in which 0 < ι < 1, 0 ≤ κ ≤ 1, and I1–γ
0+ (·) is the Ψ -Riemann–Liouville fractional integral

in which 0 ≤ γ < 1 [12].

2 Preliminaries
Here, we let 	1 = [0, T], with T > 0, 	2 = (0,∞), 	3 = (0, 1], 	4 = [0,∞], and 	5 = [0, 1]
(note that 	◦

5 = (0, 1) denotes the interior of 	5).
Let

diag Mn(	5) =

⎧
⎪⎪⎨

⎪⎪⎩

⎡

⎢
⎢
⎣

a1
. . .

an

⎤

⎥
⎥
⎦ = diag[a1, . . . , an], a1, . . . , an ∈ 	5

⎫
⎪⎪⎬

⎪⎪⎭

,

where diag Mn(	5) is equipped with the partial order relation:

a := diag[a1, . . . , an], b := diag[b1, . . . , bn] ∈ diag Mn(	5),

a � b ⇐⇒ aj ≤ bj for every j = 1, . . . , n.

Also, a ≺ b denotes that a � b and a 
= b; a � b and aj < bj for every j = 1, . . . , n. We
define e := diag[e, . . . , e] in diag Mn(	5) where e ∈ 	5. For example, 1 = diag[1, . . . , 1] and
0 = diag[0, . . . , 0].

Now, we extend the concept of triangular norms [13, 14] on diag Mn(	5).

Definition 2.1 A generalized triangular norm (in short GTN) on diag Mn(	5) is an oper-
ation � : diag Mn(	5) × diag Mn(	5) → diag Mn(	5) satisfying the following conditions:

(a) (∀a ∈ diag Mn(	5))(a � 1) = a) (boundary condition);
(b) (∀(a, b) ∈ (diag Mn(	5))2)(a � b = b � a) (commutativity);
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(c) (∀(a, b, c) ∈ (diag Mn(	5)3)(a � (b � c) = (a � b) � c) (associativity);
(d) (∀(a, a′, b, b′) ∈ (diag Mn(	4

5)(a � a′ and b � b′ �⇒ a � b � a′ � b′ (monotonicity).

For every a, b ∈ diag Mn(	5) and all sequences {ak} and {bk} converging to a and b,
respectively, suppose we have

lim
k

(ak � bk) = a � b,

then, � on diag Mn(	5) is continuous GTN (in short CGTN). Now we present some ex-
amples of CGTN:

(1) If �M : diag Mn(	5) × diag Mn(	5) → diag Mn(	5) is defined by

a �M b = diag[t1, . . . , tn] �M diag[s1, . . . , sn] = diag
[
min{t1, s1}, . . . , min{tn, sn}

]
,

then �M is CGTN (minimum CGTN);
(2) If �P : diag Mn(	5) × diag Mn(	5) → diag Mn(	5) is such that

a �P b = diag[t1, . . . , tn] �P diag[s1, . . . , sn] = diag[t1 · s1, . . . , tn · sn],

then �P is CGTN (product CGTN);
(3) If �L : diag Mn(	5) × diag Mn(	5) → diag Mn(	5) is defined by

a �L b = diag[t1, . . . , tn] �L diag[s1, . . . , sn]

= diag
[
max{t1 + s1 – 1, 0}, . . . , max{tn + sn – 1, 0}],

then �P is CGTN (Lukasiewicz CGTN).
Now, we present some numerical examples:

diag

[
3
7

, 1,
4
5

]

�M diag

[

0,
1
5

,
2
3

]

=

⎡

⎢
⎣

3
7

1
4
5

⎤

⎥
⎦ �M

⎡

⎢
⎣

0
1
5

2
3

⎤

⎥
⎦ =

⎡

⎢
⎣

0
1
5

2
3

⎤

⎥
⎦

= diag

[

0,
1
5

,
2
3

]

,

diag

[
3
7

, 1,
4
5

]

�P diag

[

0,
1
5

,
2
3

]

=

⎡

⎢
⎣

3
7

1
4
5

⎤

⎥
⎦ �P

⎡

⎢
⎣

0
1
5

2
3

⎤

⎥
⎦ =

⎡

⎢
⎣

0
1
5

8
15

⎤

⎥
⎦

= diag

[

0,
1
5

,
8

15

]

,

diag

[
3
7

, 1,
4
5

]

�L diag

[

0,
1
5

,
2
3

]

=

⎡

⎢
⎣

3
7

1
4
5

⎤

⎥
⎦ �L

⎡

⎢
⎣

0
1
5

2
3

⎤

⎥
⎦ =

⎡

⎢
⎣

0
1
5

7
15

⎤

⎥
⎦

= diag

[

0,
1
5

,
7

15

]

.



Chaharpashlou and Saadati Advances in Difference Equations        (2021) 2021:118 Page 4 of 12

Then we get

diag

[
3
7

, 1,
4
5

]

�M diag

[

0,
1
5

,
2
3

]

� diag

[
3
7

, 1,
4
5

]

�P diag

[

0,
1
5

,
2
3

]

� diag

[
3
7

, 1,
4
5

]

�L diag

[

0,
1
5

,
2
3

]

.

We consider the set D+ of matrix-distribution-function-valued (MDF-valued), left con-
tinuous and increasing functions ϕ : R ∪ {–∞,∞} → diag Mn(	5) such that ϕ0 = 0 and
ϕ+∞ = 1. Now O+ ⊆ D+ are all (proper) functions ϕ ∈ D+ for which �–ϕ+∞ = 1 (�–ϕτ =
limς→τ– ϕς ). Note that proper MDF-valued functions are the MDF-valued functions of
real random variables (i.e., of those random variables g that a.s. take real values (P(|g| =
∞) = 0)).

In D+, we define “�” as follows:

ϕ � φ ⇐⇒ ϕτ � φτ , ∀τ ∈R.

Also for each ς ∈R,

∇ς
τ =

⎧
⎨

⎩

0, if τ ≤ ς ,

1, if τ > ς ,

belongs to D+ and for every MDF-valued ϕ we have ϕ � ∇0 [13, 15]. For example,

ϕτ =

⎧
⎨

⎩

0, if τ ≤ 0,

diag[1 – e–τ , τ
1+τ

, e– 1
τ ], if τ > 0,

is an MDF-valued function in diag M3(	5). Note that ϕτ = diag[ϕ1,τ , . . . ,ϕn,τ ], with ϕi,τ be-
ing distribution functions, is MDF-valued.

Definition 2.2 Consider the CGTN �, a linear space W , and MDF-valued � : W → O+.
In this case, we define a matrix Menger normed space (MMN-space) (W ,�,�) as follows:

(MMN1) �w
τ = ∇0

τ for all τ > 0 if and only if w = 0;
(MMN2) �αw

τ = �w
τ|α|

for all w ∈ W and α ∈ C with α 
= 0;

(MMN3) �w+w′
τ+ς � �w

τ � �w′
ς for all w, w′ ∈ W and τ ,ς ≥ 0.

A complete MMN-space is called MMB-space.
For example, the MDF-valued � given by

�w
τ =

⎧
⎨

⎩

0, if τ ≤ 0,

diag[exp(– ‖w‖
τ

), τ
τ+‖w‖ , exp(– ‖w‖

τ
)], if τ > 0,

is a matrix Menger norm and (W ,�,�M) is an MMN-space; here (W ,‖ · ‖) is a normed
linear space.
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Approximation of functional equations was studied in MN-spaces, fuzzy metric spaces,
and random multi-normed space [16, 17]. Also stability results for stochastic fractional
differential and integral equations were considered in [18–27].

Theorem 2.3 ([28, 29]) Let (U ,ρ) be a complete 	4-valued metric space and let � : U →
U be a strictly contractive function with Lipschitz constant ι < 1. Then, for a given element
ξ ∈ U , either

ρ
(
�nξ ,�n+1ξ

)
= ∞,

for each n ∈ N or there is n0 ∈N such that
(i) ρ(�nξ ,�n+1ξ ) < ∞, for every n ≥ n0;

(ii) the fixed point ζ ∗ of � is the limit point of the sequence {�nξ};
(iii) in the set V = {ζ ∈ U | ρ(�n0ξ , ζ ) < ∞}, ζ ∗ is the unique fixed point of �;
(iv) (1 – ι)ρ(ζ , ζ ∗) ≤ ρ(ζ ,�ζ ) for every ζ ∈ V .

Definition 2.4 ([30]) The Gamma function � is defined by

�(z) =
∫ ∞

0
e–ςς z–1 dς , z ∈C, Re(z) > 0.

Let ι ∈ 	̊5, let � be an integrable function on 	1 and Ψ ∈ C1(	1) an increasing function
with Ψ ′(ς ) 
= 0, for each ς ∈ 	1. The Ψ -Hilfer fractional derivative is defined by [15]

H
D

ι,κ ;Ψ
0+ �(ς ) = Iκ(1–ι);Ψ

0+

(
1

Ψ ′(ς )
d

dς

)

I (1–κ)(1–ι);Ψ
0+ �(ς ). (2.1)

Definition 2.5 If for every continuously differentiable function �(ς ) and MDF-valued ϕ

satisfying

�
(H

D
ι,κ ;Ψ
0+ �(ς )–F(ς ,�(ς ))–

∫ ς
0 H(ς ,ϑ ,�(ς )) dϑ)

τ � ϕς
τ ,

for every ς ∈ 	1 and τ ∈ 	2, there exist a solution �0(ς ) of the VIDE Eq. (1.1) and a fixed
number λ > 0 with

�(�(ς )–�0(ς ))
τ � ϕ

ς
τ
λ

,

for every ς ∈ 	1 and τ ∈ 	2, where λ is independent of �(ς ) and �0(ς ), then (1.1) has the
HUR stability.

3 Main results
Consider the following hypotheses:

(H0) Assume that M, LF , LH are positive real numbers with 2M(max{LF , LH}) ∈ 	̊5 and
let F : 	1 ×R →R and H : 	1 × 	1 ×R →R be CFs satisfying

�(F(ς ,�1)–F(ς ,�2))
τ � �

�1–�2
τ

LF
, (3.1)
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for all ς ∈ 	1, �1,�2 ∈R and τ ∈ 	2, and

�(H(ς ,ϑ ,�1)–H(ς ,ϑ ,�2))
τ � �

�1–�2
τ

LH
, (3.2)

for all ς ,ϑ ∈ 	1, �1,�2 ∈ R and τ ∈ 	2.

Theorem 3.1 Suppose (H0) holds and consider a nondecreasing function Ψ ∈ C(	1) with
Ψ ′(ς ) 
= 0 and a CDF � : 	1 →R satisfying

�
(H

D
ι,κ ;Ψ
0+ �(ς )–F(ς ,�(ς ))–

∫ ς
0 H(ς ,ϑ ,�(ϑ)) dϑ)

τ � ϕς
τ , (3.3)

for all ς ,ϑ ∈ 	1, � ∈R, and τ ∈ 	2, where ϕ is MDF-valued with

I ι;Ψ
0+ �(ς ) :=

1
�(ι)

∫ ς

0
Ψ ′(ξ )

(
Ψ (ς ) – Ψ (ξ )

)ι–1
�(ξ ) dξ , (3.4)

satisfying

��(ς )
τ � ϕς

τ �⇒ �
Iι;Ψ

0+ �(ς )
τ � ϕ

ς
τ
M

, inf
ξ∈	1

ϕ
ξ
τ
T

� ϕς
τ , (3.5)

for each ς ∈ 	1 and τ ∈ 	2. Then, we can find a unique CF �0 : 	1 → R such that

�0(ς ) =
(Ψ (ς ) – Ψ (0))γ –1

�(γ )
σ (3.6)

+ I ι;Ψ
0+ F

(
ς ,�0(ς )

)

+ I ι;Ψ
0+

[∫ ξ

0
H

(
ς ,ϑ ,�0(ϑ)

)
dϑ

]

,

with I1–γ ;Ψ
0+ �(0) = σ , ι ∈ 	̊5, κ ∈ 	5, and

�(�(ς )–�0(ς ))
τ � ϕ

ς
Mτ

1–2M(max{LF ,LH})
, (3.7)

for each ς ∈ 	1 and τ ∈ 	2.

Proof For α,β ∈ U , we set

ρ(α,β) = inf
{
λ ∈ 	4 : �(α(ς )–β(ς ))

τ � ϕ
ς
τ
λ

}
, (3.8)

for each ς ∈ 	1 and τ ∈ 	2, where

U = {α : 	1 →R is a CF}.

Let � : U → U be given by

�α(ς ) =
(Ψ (ς ) – Ψ (0))γ –1

�(γ )
σ (3.9)
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+ I ι;Ψ
0+ F

(
ς ,α(ς )

)

+ I ι;Ψ
0+

[∫ ξ

0
H

(
ς ,ϑ ,α(ϑ)

)
dϑ

]

,

for all α ∈ 	1 and ς ∈ 	1.
First we show that � is strictly contractive on U . Let λαβ ∈ 	4 be a fixed number with

ρ(α,β) ≤ λαβ for any α,β ∈ U , so from Eq. (3.8) we have

�(α(ς )–β(ς ))
τ � ϕ

ς
τ

λαβ

, (3.10)

Let 0 = �1 < �2 < · · · < �k = T , �ξi = �i – �i–1 = |T–0|
k , i = 1, 2, . . . , k and ‖�ξ‖ =

max1≤i≤k(�ξi), for each ς , ξ ∈ 	1 and τ ∈ 	2. From Eqs. (3.2), (3.5), and (3.10), we have

�
(
∫ ξ

0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ)
τ

= �
(lim‖�ξ‖→0

∑k
i=1 H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi)

τ

= lim‖�ξ‖→0
�

(
∑k

i=1(H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi))
τ

� lim‖�ξ‖→0
�M�

(H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi)
τ
k

� inf
ξ∈	1

�
(H(ς ,ξ ,α(ξ ))–H(ς ,ξ ,β(ξ )))

τ
k�ξi

� inf
ξ∈	1

�
(H(ς ,ξ ,α(ξ ))–H(ς ,ξ ,β(ξ )))
τ
T

� inf
ξ∈	1

ϕ
ξ

τ
Tλαβ LH

� ϕ
ς

τ
λαβ LH

, (3.11)

Then, by Eqs. (3.1), (3.4), (3.5), (3.9), (3.10), and (3.11), we have

�(�α(ς )–�β(ς ))
τ

= �
( 1
�(ι)

∫ ς
0 Ψ ′(ξ )(Ψ (ς )–Ψ (ξ ))ι–1(F(ξ ,α(ξ ))–F(ξ ,β(ξ ))+

∫ ξ
0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ) dξ )

τ

� �
(Iι;Ψ

0+ (F(ξ ,α(ξ ))–F(ξ ,β(ξ ))) dξ )
τ
2

�M �
(Iι;Ψ

0+ (
∫ ξ

0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ))
τ
2

� ϕ
ς

τ
2Mλαβ LF

�M ϕ
ς

τ
2Mλαβ LH

� ϕ
ς

τ
2Mλαβ (max{LF ,LH})

, (3.12)

and we conclude that

ρ(�α,�β) ≤ 2Mλαβ

(
max{LF , LH}),

for all ς ∈ 	1 and τ ∈ 	2. Hence, we deduce that ρ(�α,�β) ≤ [2M(max{LF , LH})]ρ(α,β)
for any α,β ∈ U , where 2M(max{LF , LH}) ∈ 	̊5.
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From Eq. (3.9), we can find a fixed number λ ∈ 	2 such that

�(�β(ς )–β0(ς ))
τ

= �
( (Ψ (ς )–Ψ (0))γ –1

�(γ ) σ+Iι;Ψ
0+ F(ς ,β0(ς ))+Iι;Ψ

0+ [
∫ ξ

0 H(ς ,ϑ ,β0(ϑ)) dϑ]–β0(ς ))
τ

� ϕ
ς
τ
λ

,

for arbitrary β0 ∈ U , for all ς ∈ 	1 and τ ∈ 	2. The boundedness property of

F
(
ς ,β0(ς )

)
, H

(
ς ,ϑ ,β0(ϑ)

)
, β0(ς ),

minς∈	1 ϕς
τ > 0, and Eq. (3.8) imply that ρ(�β ,β0) < ∞. From Theorem 2.3, there exists a

CF �0 : 	1 →R such that �n�0 → �0 in (U ,ρ) and ��0 = �0.
Since β and �0 are bounded on 	1 for each β ∈ U and minς∈	1 ϕς

τ > 0, we have a fixed
number λβ ∈ 	4 with

�(β0(ς )–β(ς ))
τ � ϕ

ς
τ

λβ

,

for any ς ∈ 	1 and τ ∈ 	2. Thus ρ(β0,β) < ∞ for any β ∈ U .
Therefore, U = {β ∈ U : ρ(β0,β) < ∞}. Also Theorem 2.3 and Eq. (3.6) imply the unique-

ness of �0.
Using Eqs. (3.3), (3.5), and (3.9), we have

�
(�(ς )– (Ψ (ς )–Ψ (0))γ –1

�(γ ) σ–Iι;Ψ
0+ F(ς ,�(ς ))–Iι;Ψ

0+ [
∫ ξ

0 H(ς ,ϑ ,�(ϑ)) dϑ])
τ � ϕ

ς
τ
M

.

Then, we obtain

�(�(ς )–��(ς ))
τ � ϕ

ς
τ
M

,

for any ς ∈ 	1 and τ ∈ 	2, which implies

ρ(�,��) ≤ M. (3.13)

From Theorem 2.3 and Eq. (3.13), we deduce that

ρ(�,�0) ≤ 1
1 – 2M(max{LF , LH})ρ(��,�) ≤ M

1 – 2M(max{LF , LH}) ,

which implies Eq. (3.7). �

Theorem 3.2 Assume that ι,κ ∈ 	̊5 and consider a nondecreasing function Ψ ∈ C1(	1)
with Ψ ′(ς ) 
= 0 for all ς ∈ 	1. Also let LF , LH ∈ 	2 be fixed numbers such that 2M(max{LF ,
TLH}) ∈ 	̊5. Consider CFs F : 	1 ×R → R and H : 	1 × 	1 ×R → R satisfying Eqs. (3.1)
and (3.2), respectively. If for ε ≥ 0, τ ∈ 	2, ετ := diag[e– ε

τ , . . . , e– ε
τ ], a CDF � : 	1 → R

satisfies

�
(H

D
ι,κ ;Ψ
0+ �(ς )–F(ς ,�(ς ))–

∫ ς
0 H(ς ,ϑ ,�(ϑ)) dϑ)

τ � ετ ,
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for all ς ,ϑ ∈ 	1, � ∈R, and τ ∈ 	2, then we can find a unique CF �0 : 	1 → R satisfying
Eq. (3.6) and

�(�(ς )–�0(ς ))
τ � ε Mτ

1–2M(max{LF ,TLH})
, (3.14)

for all ς ∈ 	1 and � ∈R.

Proof Let U = {α : 	1 →R is a CF}. Consider the 	4-valued metric on U defined by

ρ(α,β) = inf
{
λ ∈ 	4 : �(α(ς )–β(ς ))

τ � ε τ
λ

}
, (3.15)

for each ς ∈ 	1 and τ ∈ 	2. In [15] the authors proved the completeness of (U ,ρ).
Let � : U → U be given by

�α(ς ) =
(Ψ (ς ) – Ψ (0))γ –1

�(γ )
σ (3.16)

+ I ι;Ψ
0+ F

(
ς ,α(ς )

)

+ I ι;Ψ
0+

[∫ ξ

0
H

(
ς ,ϑ ,α(ϑ)

)
dϑ

]

,

for all ς ∈ 	1.
Let α,β ∈ U and consider a fixed number λαβ ∈ 	4 such that ρ(α,β) ≤ λαβ and

�(α(ς )–β(ς ))
τ � ε τ

λαβ
, (3.17)

Let 0 = �1 < �2 < · · · < �k = T , �ξi = �i – �i–1 = |T–0|
k , i = 1, 2, . . . , k, and ‖�ξ‖ =

max1≤i≤k(�ξi), for each ς ∈ 	1 and τ ∈ 	2.
From Eqs. (3.2) and (3.17), we have

�
(
∫ ξ

0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ)
τ

= �
(lim‖�ξ‖→0

∑k
i=1 H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi)

τ

= lim‖�ξ‖→0
�

(
∑k

i=1(H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi))
τ

� lim‖�ξ‖→0
�M�

(H(ς ,�i ,α(�i))–H(ς ,�i ,β(�i))�ξi)
τ
k

� inf
ξ∈	1

�
(H(ς ,ξ ,α(ξ ))–H(ς ,ξ ,β(ξ )))

τ
k�ξi

� inf
ξ∈	1

�
(H(ς ,ξ ,α(ξ ))–H(ς ,ξ ,β(ξ )))
τ
T

� inf
ξ∈	1

ε τ
Tλαβ LH

= ε τ
Tλαβ LH

, (3.18)
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Then, by Eqs. (3.1), (3.16), and (3.17), we have

�(�α(ς )–�β(ς ))
τ

= �
( 1
�(ι)

∫ ς
0 Ψ ′(ξ )(Ψ (ς )–Ψ (ξ ))ι–1(F(ξ ,α(ξ ))–F(ξ ,β(ξ ))+

∫ ξ
0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ) dξ )

τ

� �
(Iι;Ψ

0+ (F(ξ ,α(ξ ))–F(ξ ,β(ξ ))) dξ )
τ
2

�M �
(Iι;Ψ

0+ (
∫ ξ

0 H(ς ,ϑ ,α(ϑ))–H(ς ,ϑ ,β(ϑ)) dϑ))
τ
2

� ε τ
2Mλαβ LF

�M ε τ
2MTλαβ LH

� ε τ
2Mλαβ (max{LF ,TLH}) , (3.19)

for each ς ∈ 	1 and τ ∈ 	2. Therefore ρ(�α,�β) ≤ [2M(max{LF , TLH})]ρ(α,β) for any
α,β ∈ U , where 2M(max{LF , TLH}) ∈ 	̊5.

From Eq. (3.16), we can find a fixed number λ ∈ 	2 such that

�(�β(ς )–β0(ς ))
τ

= �
( (Ψ (ς )–Ψ (0))γ –1

�(γ ) σ+Iι;Ψ
0+ F(ς ,β0(ς ))+Iι;Ψ

0+ [
∫ ξ

0 H(ς ,ϑ ,β0(ϑ)) dϑ]–β0(ς ))
τ

� ε τ
λ

,

for arbitrary β0 ∈ U , for all ς ∈ 	1 and τ ∈ 	2. The boundedness property of

F
(
ς ,β0(ς )

)
, H

(
ς ,ϑ ,β0(ϑ)

)
,β0(ς )

and Eq. (3.15) imply that ρ(�β ,β0) < ∞. From Theorem 2.3, there exists a CF �0 : 	1 →R

such that �n�0 → �0 in (U ,ρ) and ��0 = �0. Using a method similar to that in the proof
of Theorem 3.1, we get {β ∈ U : ρ(β0,β) < ∞} = U . Also Theorem 2.3 and Eq. (3.6) imply
the uniqueness of �0.

Now, using Eq. (3.3) and [12, Theorem 5], we have

�
(�(ς )– (Ψ (ς )–Ψ (0))γ –1

�(γ ) σ–Iι;Ψ
0+ F(ς ,�0(ς ))–Iι;Ψ

0+ [
∫ ξ

0 H(ς ,ϑ ,�0(ϑ)) dϑ])
τ � ε τ

M
,

for all ς ∈ 	1, which implies

ρ(�,��) ≤ M.

From Theorem 2.3 and Eq. (3.8), we deduce that

�(�(ς )–�0(ς ))
τ � ε Mτ

1–2M(max{LF ,TLH})
,

which implies Eq. (3.14) for all ς ∈ 	1. �

4 Conclusions
We introduced a new model of stochastic matrix control functions which helped us to
stabilize a pseudo-nonlinear fractional Volterra integral equation and get better approxi-
mation for it. In fact, two kinds of novel stability concepts, i.e., Hyers–Ulam–Rassias and
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Hyers–Ulam stability, of a fractional Volterra integral equation with delay are proved by
using an alternative fixed point theorem in generalized complete metric spaces and the
concept of stochastic matrix control functions in a matrix MB-space.
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