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Abstract
This paper presents a mathematical model that examines the impacts of traditional
and modern educational programs. We calculate two reproduction numbers. By
using the Chavez and Song theorem, we show that backward bifurcation occurs. In
addition, we investigate the existence and local and global stability of boundary
equilibria and coexistence equilibrium point and the global stability of the
coexistence equilibrium point using compound matrices.
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1 Introduction
Learning a foreign language has always been one main issue for individuals who are living
in a globalized world. To achieve this aim, the individuals have spent expense, energy, and
time.

The main problem in foreign language education relates to how to teach it: traditional
or modern education. The classes are still traditional i.e., teacher-centered, and the meth-
ods used for teaching do not attend to the individual’s personal needs. Moreover, these
methods do not truly support the ambition to develop team working abilities among the
students. Not surprisingly, a redesign of the situation is necessary to improve it. Mod-
ern education (computer-aided procedures) can function as a supplement to traditional
education. Thanks to advancements in educational technology such as computers and so-
cial media, learning a language does not seem the same painstaking task as before, since
as time passes it has turned out to be quite enhanced moving from teacher-centered to
learner-centered methods.

Firstly, some do not succumb to the reality of the benefits they can have from emerging
technology, and secondly, there are others who fascinatingly hurry to use technology with
no learning discipline. Modern education is not devoid of problems. The major problem
refers to the point that normally sufficient computers are not available. The learners may
also be short of time to use computers for learning. Moreover, in this system of education,
the learner requires some skills in the appropriate use of computers.
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The majority of educational programs can be applied in certain conditions. For exam-
ple, the software which works in the Windows environment cannot be used in the IOS
environment. The opposite case is also true.

Another problem with modern education is that the software and hardware applications
and systems are usually expensive and having access to them is difficult. Some learners do
not easily accept technology and prefer to be taught through traditional methods.

Levine [5] and other scholars state that although in both methods of education, i.e. tra-
ditional and modern, the learners can enjoy the same level of language learning, this level
can be achieved in less time in modern education.

We can consider individuals who tend to learn a foreign language either through tradi-
tional methods or modern methods according to their abilities and interests. In addition,
they can switch between traditional and modern education. Individuals who fail to learn
English as a foreign language (EFL) can participate in training again. The present study
aims to compare the two educational systems of traditional and modern by using mathe-
matical modeling to examine which system is more effective. This modeling becomes the
development of epidemic model with two strains and superinfection [7, 8]. We use the
mathematical modeling of Lotka-Volterra model see [3, 4].

At first in Sect. 2, the researchers present the model and define two basic reproduc-
tion numbers. They examine some preliminaries such as boundedness and the positivity
of the solutions of the model. In Sect. 3, the existence of equilibria and local and global
asymptotical stable is investigated. In Sect. 4, the occurrence of backward bifurcation is
shown by using the theorem of Castillo-Chavez and Song [2]. In Sect. 5, they use a geomet-
ric approach, introduced by Muldowney and Li [6], and show that the nontrivial positive
equilibrium is globally stable. Finally, a numerical simulation is carried out to support the
analytical results.

2 Mathematical model
In this paper, the model of learning the English language by university students has been
considered. It has the following compartments: S(t) is the number of susceptible individ-
uals who tend to participate in language learning classes, C(t) is the number of students
who have selected modern education (computer-aided procedures). T(t) is the number of
students who have selected traditional education. F(t) is the number of students who have
successfully completed the course.

Class T selected traditional education due to several reasons including not having easy
access to computer within the class, not being skilled enough in working with computer,
the high expense of educational software, and the teachers’ unwillingness or their less
proficiency to work with computer.

Class C selected modern education due to the problems of traditional education. With
the passage of time, an individual who has been present in the traditional class of T may
prefer to learn English through modern education maybe because he/she has learned the
necessary skills for working with a computer, and is now able to overcome the problems
of modern education. Hence, he/she may be transferred to class C with the rate of δ1.
Another case may happen too. An individual in the modern class may come to the con-
clusion that the traditional class is more suitable for him/her. So, he/she is transferred to
class T with the rate of δ2. In mathematical modeling, the rate of death is considered as
μ. It is hypothesized that in modern education the individuals with the rate of α1 and in
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Figure 1 Model diagram

the traditional education the individuals with the rate of α2 are successful in learning En-
glish. With the rates of 1 – α1 and 1 – α2, the individuals who have not been successful
in learning English are transferred to the class of susceptible individuals. We also assume
that susceptible individuals enter the classes of modern and traditional education at the
rates of β1C

N and β2T
N , respectively.

Based on the above assumptions and model diagram in the Fig. 1, the proposed model
is formulated as the following model:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Ṡ = � – β1
SC
N – β2

ST
N – μS + (1 – α1)C + (1 – α2)T ,

Ċ = β1
SC
N – δ2β2

TC
N + δ1β1

TC
N – (μ + α1)C – (1 – α1)C,

Ṫ = β2
ST
N + δ2β2

TC
N – δ1β1

TC
N – (μ + α2)T – (1 – α2)T ,

Ḟ = α1C + α2T – μF ,

(2.1)

The parameters in the model (2.1) are as follows:
• N : Size of the total population.
• S: The number of susceptible individuals who tend to participate in English language

class.
• T : The number of individuals who tend to learn English language through traditional

methods not computer-aided procedures.
• C: The number of individuals who tend to learn English language via computer-aided

procedures (modern education).
• F : Individuals who have finished the course successfully.
• �: The rate at which recruits enter the susceptible population.
• β1: The probability that a susceptible individual uses traditional education to learn

English language.
• β2: The probability that a susceptible individual uses modern education

(computer-aided procedures) to learn English language.
• μ: The natural death rate of the general population.
• δ1: The rate at which a language learner who uses traditional education turns to a

language learner who uses modern education (computer-aided procedures).
• δ2: The rate at which a language learner who uses modern education (computer-aided

procedures) turns to a language learner who uses traditional education.
• α1: The rate of ending the traditional course by a language learner successfully.
• α2: The rate of ending the modern course by a language learner successfully.

The total population N(t) = S(t) + C(t) + T(t) + F(t) satisfies the following relation:

dN
dt

= � – μN ,
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hence lim supt→∞ N(t) = �
μ

. Therefore the set

� =
{

(S, C, T , F) : S > 0, C > 0, T > 0, F > 0, S + C + T + F ≤ �

μ

}

(2.2)

is a positively invariant set for (2.1). Therefore the dynamics of the model can be studied
only in �.

We define two reproduction numbers:

R1 =
β1

μ + 1
, R2 =

β2

μ + 1
, R0 = max{R1, R2}. (2.3)

Let

s =
S
N

, c =
C
N

, g =
T
N

, f =
F
N

, (2.4)

where s = 1 – c – g – f . Hence system (2.1) is converted to the following system:

⎧
⎪⎪⎨

⎪⎪⎩

ċ = β1(c – c2 – cg – cf ) + (δ1β1 – δ2β2)cg – (μ + 1)c,

ġ = β2(g – g2 – cg – fg) + (δ2β2 – δ1β1)cg – (μ + 1)g,

ḟ = α1c + α2g – μf .

(2.5)

Now, we prove the positivity of the solutions.

Proposition 2.1 If the initial conditions are positive, i.e., c(0) > 0, g(0) > 0 and f (0) > 0,
then the solution (c(t), g(t), f (t)) of the system is positive for all t ≥ 0.

Proof Let (c(t), g(t), f (t)) be a solution of the system with c(0) > 0, g(0) > 0 and f (0) > 0.
Assume the conclusion is not true, then there is a t∗ > 0 such that

min
{

c
(
t∗), g

(
t∗), f

(
t∗)} = 0

and

min
{

c(t), g(t), f (t)
}

> 0, ∀t ∈ [0, t∗).

If min{c(t∗), g(t∗), f (t∗)} = f (t∗), then we have

ḟ ≥ –μf (t), ∀t ∈ [0, t∗).

Therefore 0 = f (t∗) ≥ f (0) exp(–μt) > 0, hence it is a contradiction. Similarly, if min{c(t∗),
g(t∗), f (t∗)} is equal to c(t∗) or g(t∗), then this leads to a contradiction. �

3 Existence and stability of equilibria E0, E1 and E2

System (2.5) has the following equilibria:

E0 = (0, 0, 0),
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E1 = (̂c, 0, f̂ ) =
(

μ

μ + α1

(

1 –
1

R1

)

, 0,
α1

μ + α1

(

1 –
1

R1

))

,

E2 = (0, g, f ) =
(

0,
μ

μ + α2

(

1 –
1

R2

)

,
α2

μ + α2

(

1 –
1

R2

))

.

The equilibria E1 and E2 exist provided that R0 > 1.

Theorem 3.1 The education-free equilibrium E0 is asymptotically stable provided that
R0 < 1.

Proof We need to be careful in computing the Jacobian. In particular, we need to keep
in mind that N(t) = S(t) + C(t) + T(t) + F(t). The Jacobian matrix of the system has the
following form:

J =

⎡

⎢
⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤

⎥
⎦ ,

where

a11 = β1
(
1 – 2c + c2 – g + cg – f + fc

)
+ (δ1β1 – δ2β2)(g – cgμ + 1),

a12 = β1
(
–c + cg + c2 + cf

)
+ (δ1β1 – δ2β2)(c – cg),

a13 = β1
(
c2 + cg – c + cf

)
+ (δ2β2 – δ1β1)cg,

a21 = β2
(
–g + g2 + cg + gf

)
+ (δ2β2 – δ1β1)(g – cg),

a22 = β2
(
1 – c + cg – 2g + g2 – f + fg

)
+ (δ2β2 – δ1β1)(c – cg) – (μ + 1),

a23 = β2
(
cg + g2 – g + gf

)
+ (δ1β1 – δ2β2)cg,

a31 = α1,

a32 = α2,

a33 = –μ.

The Jacobian matrix at the equilibrium E0 is

J0 = J(E0) =

⎡

⎢
⎣

β1 – (μ + 1) 0 0
0 β2 – (μ + 1) 0
α1 α2 –μ

⎤

⎥
⎦ .

J0 has the eigenvalues

λ01 = β1 – (μ + 1) = β1

(

1 –
1

R1

)

,

λ02 = β2 – (μ + 1) = β2

(

1 –
1

R2

)

,

λ03 = –μ.

Since R0 < 1, all eigenvalues are negative. Therefore E0 is asymptotically stable. �
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We use Lasalle’s invariance principle and we show that the education-free E0 is globally
asymptotically stable.

Theorem 3.2 (Lasalle’s invariance principle) Let X∗ be an equilibrium point for X ′ = F(X)
and let L : U → R be a Lyapunov function for X∗, where U is an open set containing X∗.
Let P ⊂ U be a neighborhood of X∗ that is closed and bounded. Suppose that P is positively
invariant and that there is no entire solution in P – X∗ on which L is constant. Then X∗ is
asymptotically stable, and P is contained in the basin of attraction of X∗.

Theorem 3.3 The education-free equilibrium E0 is globally asymptotically stable provided
that R0 < 1.

Proof Consider the following Lyapunov function on R
3
+:

V = c + g.

It is easy to see that V = 0 at the disease-free equilibrium. We compute the derivative of
V with respect to t:

dV
dt

= c′ + g ′

= β1
(
c – c2 – cg – fc

)
+ (δ1β1 – δ2β2)cg – (μ + 1)c

+ β2
(
g – g2 – cg – fg

)
+ (δ2β2 – δ1β1)cg – (μ + 1)g

= β1c
(

1 –
1

R1

)

+ β1
(
–c2 – cg – fc

)

+ β2g
(

1 –
1

R2

)

+ β2
(
–cg – g2 – fg

)
.

Since R0 < 1, then dV is nonpositive. Hence the education-free equilibrium E0 is globally
asymptotically stable by the Lassalle invariance principle. �

In the following theorem, we get the conditions that the equilibrium E1 = (ĉ, 0, f̂ ) is lo-
cally asymptotically stable.

Theorem 3.4 Let

R̂1
2 =

β2(1 – ĉ – f̂ ) + δ2β2ĉ
δ1β1ĉ + μ + 1

.

The equilibrium E1 = (ĉ, 0, f̂ ) is locally asymptotically stable if and only if R̂1
2 < 1.

Proof The local stability of the equilibrium E1 is given by the Jacobian matrix at E1:

J1 = J(E1) =

⎡

⎢
⎣

b11 b12 b13

0 b22 0
α1 α2 –μ

⎤

⎥
⎦ ,
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where

b11 = β1
(
1 – 2̂c + ĉ2 – f̂ + f̂ ĉ

)
– (μ + 1),

b12 = β1
(
–̂c + ĉ2 + f̂ ĉ

)
+ (δ1β1 – δ2β2)̂c,

b13 = β1
(
ĉ2 – ĉ + ĉ̂f

)
,

b22 = β2(1 – ĉ – f̂ ) + (δ2β2 – δ1β1)̂c – (μ + 1).

An eigenvalue of matrix J1 is

λ11 = β2(1 – ĉ – f̂ ) + (δ2β2 – δ1β1)̂c – (μ + 1). (3.1)

The other eigenvalues are the eigenvalues of the following submatrix:

J11 =

[
β1(1 – 2̂c + ĉ2 – f̂ + f̂ ĉ) – (μ + 1) β1(̂c2 – ĉ + ĉ̂f )

α1 –μ

]

.

Matrix J11 has eigenvalues with the negative real parts if Tr(J11) < 0 and det(J11) > 0. We
can easily see that

Tr(J11) = β1
(
1 – 2̂c + ĉ2 – f̂ + f̂ ĉ

)
– 2μ – 1. (3.2)

By replacing

ĉ =
μ

μ + α1

(

1 –
1

R1

)

, f̂ =
α1

μ + α1

(

1 –
1

R1

)

, (3.3)

in Eq. (3.2), since R1 > 1, we get

Tr(J11) =
1

β1(μ + α1)

(

μ(μ + 1)
(

1
R1

– 1
)

– β1μ
2 – α1β1μ

)

< 0,

det(J11) = μ(μ + 1)
[

1 –
1

R1

]

> 0.

Hence, stability E1 is determined by the sign of the eigenvalue λ11,

λ11 = β2(1 – ĉ – f̂ ) + (δ2β2 – δ1β1)̂c – (μ + 1) < 0.

The equilibrium E1 will be locally asymptotically stable if and only if
λ11 < 0, that is,

R̂1
2 =

β2(1 – ĉ – f̂ ) + δ2β2ĉ
δ1β1ĉ + μ + 1

< 1.

Therefore, the equilibrium E1 = (ĉ, 0, f̂ ) is locally asymptotically stable. �

Theorem 3.5 Suppose 2α1 = 2α1 = β1 = β2. The equilibrium E1 = (ĉ, 0, f̂ ) is globally
asymptotically stable provided that R̂1

2 < 1.
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Proof We consider the following Lyapunov function on R
3
+:

V = K1

(

c – ĉ – ĉ Ln

(
c
ĉ

))

+ K2g + K3(f – f̂ )2. (3.4)

It is not hard to see that V = 0 at E1. We take the derivative of V with respect to t:

dV
dt

= K1(c – ĉ)
c′

c
+ K2g ′ + 2K3(f – f̂ )f ′

= K1(c – ĉ)
(
β1(1 – c – g – f ) + (δ1β1 – δ2β2)g – (μ + 1)

)

+ K2g
(
β2(1 – c – g – f ) + (δ2β2 – δ1β1)c – (μ + 1)

)

+ 2K3(f – f̂ )(α1c – α2g – μf )

= –K1β1(c – ĉ)2 – K2β2g2 – 2K3μ(f – f̂ )2

+ K2g
(
R̂1

2 – 1
)

+ (f – f̂ )g(–K2β2 + 2K3α2)

+ (c – ĉ)g(–K2β2 – K1β1 + K1δ – K2δ)

+ (c – ĉ)(f – f̂ )(–K1β1 + 2K3α1).

We evaluate the coefficients K1, K2, K3, such that the coefficients of g(f – f̂ ) and (c– ĉ)(f – f̂ )
are equal to zero:

K1 = K2,

K3 =
β1

2α1
K1 =

β2

2α2
K2.

The following inequality has been obtained from the equation for dV /dt and by using
the inequalities a2 + b2 ≥ 2ab and a2 + b2 ≥ –2ab:

dV
dt

≤ –2K3μ(f – f̂ )2 + K2g
(
R̂1

2 – 1
)
.

If R̂1
2 < 1, then dV

dt is negative. Therefore, by the Lasalle invariance principle, the equilib-
rium E1 is globally asymptotically stable. �

The proof of locally and globally asymptotically stability of E2 is similar to the one dis-
cussed above. For this purpose, we define

R̂2
1 =

β1(1 – g – f ) + δ1β1g
δ1β1g + μ + 1

.

Now, we get an equilibrium in which both types of educational methods are present.
This equilibrium is a nontrivial solution of the following system:

⎧
⎪⎪⎨

⎪⎪⎩

β1(1 – c – g – f ) + (δ1β1 – δ2β2)g = μ + 1,

β2(1 – g – c – f ) + (δ2β2 – δ1β1)c = μ + 1,

α1c + α2g – μf = 0.

(3.5)
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System (3.5) gives the following values:

c∗ =
β2(μ + α2)(μ + 1)(R̂2

1 – 1)
δ((β2 – β1)μ + (α1β2 – α2β1) + δμ)

,

g∗ =
β1(μ + α1)(μ + 1)(R̂1

2 – 1)
δ((β2 – β1)μ + (α1β2 – α2β1) + δμ)

,

f ∗ =
(μ + α2)(μ + 1)α1(R̂2

1 – 1) + α2(R̂1
2 – 1)(μ + α1)(μ + 1)

δ((β2 – β1)μ + (α1β2 – α2β1) + δμ)
,

where δ = δ1β1 – δ2β2. Therefore the following theorem holds.

Theorem 3.6 Suppose R̂1
2 < 1 and R̂2

1 < 1. The equilibrium E3 = (c∗, t∗, f ∗) exists provided
that one of the following conditions holds:

1) δ > 0, β1 < β2 and α2 < α1,
2) δ < 0, β2 < β1 and α1 < α2.

4 Backward bifurcation
Initially, we will state Castillo-Chavez and Song theorem, then we show that backward
bifurcation occurs.

Theorem 4.1 (Castillo-Chavez and Song theorem) Assume
A1: A = Dxf (0, 0) = ( ∂fi

∂xj
(0, 0)) is the linearization matrix of the following system around

the equilibrium 0 with φ evaluated at 0 (zero is a simple eigenvalue of A and all
other eigenvalues of A have negative real parts):

dx
dt

= f (x,φ), f : Rn ×R →R and f ∈C
2(
R

n ×R
)

(4.1)

A2: Matrix A has a nonnegative right eigenvector w and a left eigenvector v
corresponding to the zero eigenvalue.

Let fk be the kth component of f and

a =
3∑

k,i,j=1

vkwiwj
∂2Fk

∂xi∂xj
(0, 0),

b =
3∑

k,i=1

vkwi
∂2Fk

∂xi∂ϕ
(0, 0).

The local dynamics of (4.1) around 0 are totally determined by a and b.
i. a > 0, b > 0. When φ < 0 with |φ| � 1, 0 is locally asymptotically stable, and

there exists a positive unstable equilibrium; when 0 < φ � 1, 0 is unstable and
there exists a negative and a locally asymptotically stable equilibrium.

ii. a < 0, b > 0. When φ < 0 with |φ| � 1, 0 is unstable; when 0 < φ � 1, 0 is locally
asymptotically stable, and there exists a positive unstable equilibrium.

iii. a > 0, b < 0. When φ < 0 with |φ| � 1, 0 is unstable, and there exists a locally
asymptotically stable negative equilibrium; when 0 < φ � 1, 0 is stable, and a
positive unstable equilibrium appears.
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iv. a < 0, b > 0. When φ changes from negative to positive, 0 changes its stability
from stable to unstable. Correspondingly a negative unstable equilibrium
becomes positive and locally asymptotically stable.

We apply the theorem of Castillo-Chavez and Song to show that in system backward
bifurcation occurs in the following cases:

Case 1. R1 = 1 and R2 < 1.
Since R1 = 1, we can compute β1 as

β1 = β∗
1 = μ + 1.

The eigenvalues of J(E0,β∗
1 ) are 0, –μ, β2(1– 1

R2
). Therefore, zero is simple and other eigen-

values are negative real numbers. If R1 = 1, then λ1 = 0 and corresponding right and left
eigenvalues are w = (1, 0, α1

μ
) and v = (1, 0, 0). We rewrite the system (2.5) as follows:

⎧
⎪⎪⎨

⎪⎪⎩

F1(x1, x2, x3) = β1(x1 – x2
1 – x1x2 – x1x3) + (δ1β1 – δ2β2)x1x2 – (μ + 1)x1,

F2(x1, x2, x3) = β2(x2 – x2
2 – x1x2 – x3x2) + (δ2β2 – δ1β1)x1x2 – (μ + 1)x2,

F3(x1, x2, x3) = α1x1 + α2x2 – μx3.

(4.2)

Now, we compute the quantities a and b in the following form:

a =
3∑

k,i,j=1

vkwiwj
∂2Fk

∂xi∂xj
,

=
3∑

i,j=1

wiwj
∂2F1

∂xi∂xj
= –2β∗

1 +
(

α1

μ

)
(
–2β∗

1
)

=
–2β∗

1 (α1 + μ)
μ

< 0,

b =
3∑

k,i=1

vkwi
∂2Fk

∂xi∂ϕ

(
E0,β∗

1
)

=
3∑

i=1

wi
∂2F1

∂xi∂ϕ
(0, 0) = 1.

Case 2. R2 = 1 and R1 < 1.
From R2 = 1, we conclude that

β2 = β∗
2 = μ + 1.

The Jacobian matrix J(E0,β∗
2 ) has eigenvalues 0, –μ, β1(1 – 1

R1
). Therefore zero is simple,

since R1 < 1 other eigenvalues are negative real numbers. The right and left eigenvectors
of J(E0,β∗

2 ) associated with λ1 = 0 are w = (0, 1, α2
μ

) and v = (0, 1, 0), respectively. Hence

a =
3∑

k,i,j=1

vkwiwj
∂2Fk

∂xi∂xj

=
3∑

i,j=1

wiwj
∂2F1

∂xi∂xj
= –2β∗

2 +
(

α2

μ

)
(
–2β∗

2
)

=
–2β∗

2 (α2 + μ)
μ

< 0,

b =
3∑

k,i=1

vkwi
∂2Fk

∂xi∂ϕ

(
E0,β∗

1
)

=
3∑

i=1

wi
∂2F1

∂xi∂ϕ
(0, 0) = 1.

Since a < 0 and b > 0, model (2.1) undergoes a backward bifurcation.
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5 Global stability of the nontrivial positive equilibrium
The second additive compound of the Jacobian matrix J is the 3 × 3 matrix given by J [2]:

M = J [2] =

⎡

⎢
⎣

M11 M12 M13

M21 M22 M23

M31 M32 M33

⎤

⎥
⎦ =

⎡

⎢
⎣

a11 + a22 a23 –a13

a32 a11 + a33 a12

–a31 a21 a22 + a33

⎤

⎥
⎦ ,

where

M11 = β1
(
1 – 2c + c2 – g + cg – f + fc

)
+ (δ1β1 – δ2β2)g

– 2(μ + 1) + β2
(
1 – c + cg – 2g + g2 – f + fg

)
+ (δ2β2 – δ1β1)c,

M12 = β2
(
cg + g2 – g + fg

)
+ (δ1β1 – δ2β2)cg,

M13 = –β1
(
c2 + cg – c + cf

)
+ (δ1β1 – δ2β2)cg,

M21 = α2,

M22 = β1
(
1 – 2c + c2 – g + cg – f + fc

)
+ (δ1β1 – δ2β2)(g – cg) – 2μ – 1,

M23 = β1
(
–c + cg + c2 + cf

)
+ (δ1β1 – δ2β2)(c – cg),

M31 = –α1,

M32 = β2
(
–g + g2 + cg + gf

)
+ (δ2β2 – δ1β1)(g – cg),

M33 = β2
(
1 – c + cg – 2g + g2 – f + fg

)
+ (δ2β2 – δ1β1)(c – cg) – 2μ – 1.

Now, we use the geometric method for the global stability problem and prove sufficient
conditions for the global stability of the nontrivial positive equilibrium(see [6]). We denote
unit ball of R2 and its closure and boundary by B, B and ∂B, respectively. The collection of
all Lipschitzian functions from X to Y is denoted by Lip(X → Y ). A function φ ∈ Lip(B →
�) is considered as a simply connected and rectifiable surface in � ⊆R

n. A rectifiable and
closed curve in � is a function φ ∈ Lip(∂B → �) and it is called simple if it is one-to-one.
Assume

∑
(ψ ,�) = {ψ ∈ Lip(B → �) : φ|∂B = ψ}. For any simple, closed and rectifiable

curve in �, σ (ψ ,�) is a nonvoid set provided that � is an open domain which is simply
connected.

We consider a norm ‖ · ‖ on R(n
2). We define a functional S on the surfaces in � by the

following relation:

Sφ =
∫

B

∥
∥
∥
∥P ·

(
∂φ

∂u1
∧ ∂φ

∂u2

)∥
∥
∥
∥du (5.1)

In which the mapping u → φ(u) is Lipschitzian on B, and ∂φ

∂u1
∧ ∂φ

∂u2
is the wedge product

in R(n
2). Furthermore, the

(n
2
) × (n

2
)

matrix function P is invertible and ‖P–1‖ is a bounded
function on φ(B). The following result is stated in [6].

Consider a C1 function on the set � ⊆R
n such as x → f (x) ∈R

n and the following ODE
system:

dx
dt

= f (x). (5.2)
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We consider the function φt(u) = x(t,φ(u)) as the solution of (5.2), passing through
(0;φ(u)), for any φ. We define the right-hand derivative of Sφt , by the following relation:

D+Sφt =
∫

B
lim

h→0+

1
h
(∥
∥z + hQ

(
φt(u)

)
z
∥
∥ – ‖z‖)du. (5.3)

In which Q = Pf P–1 + P ∂f [2]

∂x P–1, Pf represents the directional derivative of P in the direc-
tion of the vector field f , and ∂f [2]

∂x denotes the second additive compound matrix of ∂f
∂x .

Furthermore, we consider the following differential equation:

dz
dt

= Q
(
φt(u)

)
z. (5.4)

For which the solution is of the form z = P.( ∂φ

∂u1
∧ ∂φ

∂u2
). The formula D+Sφt can be expressed

as,

D+Sφt =
∫

B
D+‖z‖du. (5.5)

Let P be the following matrix:

P =

⎡

⎢
⎣

e3c+3g 0 0
0 e3c+3g 0
0 0 e3c+3g

⎤

⎥
⎦ .

Therefore, we have the matrix

Pf P–1 = diag
(
3c′ + 3g ′, 3c′ + 3g ′, 3c′ + 3g ′),

hence the matrix PJ [2]P–1 = J [2] and

Q = Pf P–1 + PJ [2]P–1 =

⎡

⎢
⎣

A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤

⎥
⎦ ,

where

A11 = β1 – 2β1c2 – β1g – β1f + δg + β2 – β2c

– 2β2g2 – β2f – δc – 2μ – 2 + β1c – 2β1gc

– 2β1cf – 3(μ + 1)c + β2g – 2β2gc – 2β2gf – 3(μ + 1)g,

A12 = β2
(
cg + g2 – g + gf

)
+ δcg,

A13 = β1
(
c – c2 – cf – cg

)
+ δcg,

A21 = α2,

A22 = β1 + β1c – 2β1c2 – β1g – 2β1cg – β1f – 2β1cf

+ δg – 2μ – 1 – δcg – 3(μ + 1)c – 3β2t2 – 3β2cg

– 3β2fg – 3(μ + 1)g + 3β2g,
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A23 = –β1c + β1cg + β1c2 + β1cf + δc – δgc,

A31 = –α1,

A32 = –β2g + β2g2 + β2cg + β2gf – δg + δgc,

A33 = β2 – β2c – 2β2cg – 2β2g – 2β2g2 – β2f – 2β2gf

– δc + δcg – 2μ – 1 + 3β1c – 3β1c2 – 3β1gc – 3β1cf

– 3(μ + 1)c + 3β2g – 3(μ + 1)g.

We use the following norm for z = (z1, z2, z3)T :

‖z‖ =

⎧
⎨

⎩

max{|z1| + |z3|, |z2| + |z3|} if z2z3 ≥ 0,

max{|z1| + |z3|, |z2|} if z2z3 ≤ 0.
(5.6)

Lemma 5.1 There exists a constant τ > 0 such that D+‖z‖ ≤ –τ‖z‖ for all z ∈ R
3 and all

c, g, f ≥ 0, where z is a solution of dz
dt = Q(φt(u))z provided

⎧
⎪⎪⎨

⎪⎪⎩

2δ < β1,

β2 + α1 < 1,

δ + 3β2 < 3.

(5.7)

Proof We prove the existence of some τ > 0 such that D+‖z‖ ≤ –τ‖z‖ and z is a solution
of dz

dt = Q(φt(u))z. The proof contains eight cases based on the different octants and the
definition of the norm in (5.6). We consider δ = δ1β1 – δ2β2 > 0. By using Theorem 3.6, we
have β1 < β2 and α2 < α1. For δ < 0, the proof is similar.

Case 1: z1, z2, z3 > 0 and |z1| + |z3| > |z2| + |z3|. In this case ‖z‖ = |z1| + |z3|

D+‖z‖ = D+
(|z1| + |z3|

)

= D+(z1 + z3)

= z′
1 + z′

3

= (A11 + A31)z1 + (A12 + A32)z2 + (A13 + A33)z3

=
[
β1 – 2β1c2 – β1g – β1f + δg + β2 – β2c – 2β2g2

– β2f – δc – 2μ – 2 + β1c – 2β1gc – 2β1cf + β2g

– 3(μ + 1)c – 2β2gc – 2β2gf – 3(μ + 1)g – α1
]
z1

+
[
2β2cg + 2β2g2 – 2β2g + 2β2gf + 2δcg – δg

]
z2

+
[
β1c – β1c2 – β1cf – β1cg + 2δcg + β2 – β2c – 2β2cg

– 2β2g – 2β2g2 – β2f – 2β2gf – δc – 2μ – 1 + 3β2g

+ 3β1c – 3β1c2 – 3β1gc – 3β1cf – 3(μ + 1)c – 3(μ + 1)g
]
z3.
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We consider K1 = 2β2cg +2β2g2 +2β2gf +2δcg , since |z2| < |z1|, therefore, K1|z2| < K1|z1|.
We have

D+‖z‖ ≤ [
(β1 + β2 – 2) – α1 + (δ – β1)g – 2β1c2 – β1f – β2c

+ (β1 – 3)c – β2f – δc – 2μ + 2(δ – β1)gc – 2β1cf – 3μc

+ (β2 – 3)g – 3μg
]|z1|

+
[
(β1 – β2)c + (3β1 – 3)c + 2(δ – β2)cg + (β2 – 3)g – 3μg

– 4β1c2 – 4β1cf + (β2 – 1) – 2μ – 4β1cg – 2β1g2 – β2f

– 2β2gf – δc – 3μc
]|z3|

≤ max{L11, L12}‖z‖,

where

L11 = (β1 + β2 – 2) – α1 + (δ – β1)g – 2β1c2 – β1f – β2c

+ (β1 – 3)c – β2f – δc – 2μ + 2(δ – β1)gc – 2β1cf – 3μc

+ (β2 – 3)g – 3μg,

L12 = (β1 – β2)c + (3β1 – 3)c + 2(δ – β2)cg + (β2 – 3)g – 3μg

– 4β1c2 – 4β1cf + (β2 – 1) – 2μ – 4β1cg – 2β1g2 – β2f

– 2β2gf – δc – 3μc.

D+‖z‖ be bounded away from zero on the negative side for all z and c, g, f > 0, therefore,
we require

⎧
⎪⎪⎨

⎪⎪⎩

β1 + β2 < 2,

β2 < 1,

δ < β1.

(5.8)

Case 2: z1, z2, z3 > 0 and |z1| + |z3| < |z2| + |z3|. In this case ‖z‖ = |z2| + |z3| and

D+‖z‖ = D+
(|z2| + |z3|

)

= D+(z2 + z3)

= z′
2 + z′

3

= (A21 + A31)z1 + (A22 + A32)z2 + (A23 + A33)z3

= [α2 – α1]z1 +
[
(β1 + β1c – 2β1c2 – β1g – 2β1gc

– β1f – 2β1cf – 2μ – 1 – 3(μ + 1)c – 2β2g2 + 2β2g

– 2β2gc – 2β2gf – 3(μ + 1)g
]
z2 +

[
2β1c + β2 – β2c

– 2β2cg – 2β2g2 – β2f – 2β2gf – 2μ – 1 – 2β1cf

– 3(μ + 1)c – 3(μ + 1)g – 2β1gc – 2β1c2 + β2g
]
z3.
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Since the coefficient z1 is smaller than α2 and z1 < z2,

D+‖z‖ ≤ [
(α2 + β1 – 1) – 2μ + (β1 – 3)c – 3μc + (2β2 – 3)g – 3μg

– 2β1gc – 2β2gc – 2β2g2 – 2β2gf – 2β1c2 – β1g – β1f – 2β1cf
]
z2

+
[
(β2 – 1) – 2μ + (β2 – 3)g – 3μg + (2β1 – 3)c – β2c – 2β2cg

– 2β2g2 – β2f – 2β2gf – 2β1gc – 2β1cf – 3μc – 2β1c2]z3

≤ max{L21, L22}‖z‖.

Here

L21 = (α2 + β1 – 1) – 2μ + (β1 – 3)c – 3μc + (2β2 – 3)g – 3μg

– 2β1gc – 2β2gc – 2β2g2 – 2β2gf – 2β1c2 – β1g – β1f – 2β1cf ,

L22 = (β2 – 1) – 2μ + (β2 – 3)g – 3μg + (2β1 – 3)c – β2c – 2β2cg

– 2β2g2 – β2f – 2β2gf – 2β1gc – 2β1cf – 3μc – 2β1c2.

D+‖z‖ be bounded away from zero on the negative side for all z and c, g, f > 0, therefore,
we require

⎧
⎨

⎩

β1 + α2 < 1,

β2 < 1.
(5.9)

Case 3: z1 < 0 < z2, z3 and |z1| + |z3| > |z2| + |z3|, therefore ‖z‖ = |z1| + |z3| and

D+‖z‖ = D+
(|z1| + |z3|

)

= D+(–z1 + z3)

= –z′
1 + z′

3

= (A31 – A11)z1 + (A32 – A12)z2 + (A33 – A13)z3

=
[
–α1 – β1 + 2β1c2 + β1g + β1f – δg – β2 + β2c

+ 2β2g2 + β2f + δc + 2μ + 2 – β1c + 2β1gc + 2β1cf

+ 3(μ + 1)c – β2g + 2β2gc + 2β2gf + 3(μ + 1)g
]
z1

× (–δg)z2 +
[
β2 – β2c – 2β2cg – 2β2g – 2β2g2 – β2f

– 2β2gf – δc – 2μ – 1 + 2β1c – 2β1c2 – 2β1gc

– 2β1cf – 3(μ + 1)c – 3(μ + 1)g
]
z3.

Since |z2| < |z1|, we have

D+‖z‖ ≤ [
(α1 + β1 + β2 – 2) – 2μ + (δ – β1)t + (β1 – 3)c – 3μc

+ (β2 – 3)g – 3μg – 2β1c2 – β1f – β2c – 2β2g2 – β2f
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– δc – 2β1gc – 2β1cf – 2β2gc – 2β2gf
]|z1|

+
[
(β2 – 1) – 2μ + (2β1 – 3)c – β2c – 2β1cf – 2β1c2

– 2β1cg + (β2 – 3)g – 3μg – 2β2g2 – β2f – 2β2cg – δc

– 2β2gf – 3μc
]
z3 ≤ max{L31, L32}‖z‖.

Here

L31 = (α1 + β1 + β2 – 2) – 2μ + (δ – β1)t + (β1 – 3)c – 3μc

+ (β2 – 3)g – 3μg – 2β1c2 – β1f – β2c – 2β2g2 – β2f

– δc – 2β1gc – 2β1cf – 2β2gc – 2β2gf ,

L32 = (β2 – 1) – 2μ + (2β1 – 3)c – β2c – 2β1cf – 2β1c2

– 2β1cg + (β2 – 3)g – 3μg – 2β2g2 – β2f – 2β2cg – δc

– 2β2gf – 3μc.

Therefore, we require

⎧
⎪⎪⎨

⎪⎪⎩

α1 + β1 + β2 < 2,

β2 < 1,

δ < β1.

(5.10)

Case 4: z1 < 0 < z2, z3 and |z1| + |z3| < |z2| + |z3|. Hence ‖z‖ = |z2| + |z3| and D+‖z‖ =
D+(|z2| + |z3|). We have

D+‖z‖ = D+
(|z2| + |z3|

)

= D+(z2 + z3)

= z′
2 + z′

3

= (A21 + A31)z1 + (A22 + A32)z2 + (A23 + A33)z3

= [α2 – α1]z1 +
[
β1 + β1c – 2β1c2 – β1g – 2β1cg – β1f

– 2β1cf + δg – 2μ – 1 – 3(μ + 1)c – 2β2g2 – 2β2cg – δg

– 2β2fg – 3(μ + 1)t + 2β2g
]
z2 +

[
2β1c – 2β1cg + β2 – β2c

– 2β2cg – 2β2g – 2β2g2 – β2f – 2β2gf – 2μ – 1 – 2β1c2

– 3(μ + 1)c + 3β2g – 2β1cf – 3(μ + 1)g
]
z3.

Since |z1| < |z2|, α1|z1| < α1|z2|, we have

D+‖z‖ <
[
(α1 + β1 – 1) – 2μ + (β1 – 3)c – 3μc + (2β2 – 3)g – 3μg

– 2β1c2 – β1g – 2β1gc – β1f – 2β1cf – 2β2g2 – 2β2gc – 2β2gf
]
z2

+
[
–2β1gc – 2β2gc – 2β1c2 – 2β1cf + (3β2 – 3)g – 3μg – 2μ
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– β2f – 2β2g2 + (2β1 – 3)c – β2c + (β2 – 1) – 2β2gf – 3μc
]
z3

≤ max{L41, L42}‖z‖.

Here

L41 = (α1 + β1 – 1) – 2μ + (β1 – 3)c – 3μc + (2β2 – 3)g – 3μg

– 2β1c2 – β1g – 2β1gc – β1f – 2β1cf – 2β2g2 – 2β2gc – 2β2gf ,

L42 = –2β1gc – 2β2gc – 2β1c2 – 2β1cf + (3β2 – 3)g – 3μg – 2μ

– β2f – 2β2g2 + (2β1 – 3)c – β2c + (β2 – 1) – 2β2gf – 3μc.

Therefore, we require

⎧
⎪⎪⎨

⎪⎪⎩

α1 + β1 < 1,

β2 < α2,

β2 < 1.

(5.11)

Case 5: z2 < 0 < z1, z3 and |z1| + |z3| > |z2|. Hence ‖z‖ = |z1| + |z3| and

D+‖z‖ = D+
(|z1| + |z3|

)
= D+(z1 + z3) = z′

1 + z′
3

= (A11 + A31)z1 + (A12 + A32)z2 + (A13 + A33)z3

=
[
β1 – 2β1c2 – β1g – β1f + δg + β2 – β2c – 2β2g2

– β2f – δc – 2μ – 2 + β1c – 2β1gc – 2β1cf + β2g

– 3(μ + 1)c – 2β2gc – 2β2gf – 3(μ + 1)g – α1
]
z1

+
[
2β2cg + 2β2g2 – 2β2g + 2β2gf + 2δcg – δg

]
z2

+
[
4β1c – 4β1c2 – 4β1cf – 4β1cg + 2δcg + β2

– β2c – 2β2cg + β2g – 2β2g2 – β2f – 2β2gf

– δc – 2μ – 1 – 3(μ + 1)c – 3(μ + 1)g
]
z3.

We consider K5 = 2β2g + δg . Therefore K5|z2| < K5|z1| + K5|z3|. Hence we have

D+‖z‖ <
[
(β1 + β2 – 2) – 2μ – 2β1c2 + (2δ – β1)g – β1f – β2c – 2β2g2

– β2f – δc + (β1 – 3)c – 3μc – 2β1gc – 2β1cf + (3β2 – 3)g – 3μg

– 2β2gc – 2β2gf – α1
]|z1| +

[
(3β1 – 3)c + (β1 – β2)c – 4β1c2 – 4β1cf

+ 2(δ – β2)cg + (β2 – 1) – 2μ – 4β1cg + (δ + 3β2 – 3)g – 3μg – 2β2g2

– β2f – 2β2gf – δc – 3μc
]
z3

≤ max{L51, L52}‖z‖.
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Here

L51 = (β1 + β2 – 2) – 2μ – 2β1c2 + (2δ – β1)g – β1f – β2c – 2β2g2

– β2f – δc + (β1 – 3)c – 3μc – 2β1gc – 2β1cf + (3β2 – 3)g – 3μg

– 2β2gc – 2β2gf – α1,

L52 = (3β1 – 3)c + (β1 – β2)c – 4β1c2 – 4β1cf

+ 2(δ – β2)cg + (β2 – 1) – 2μ – 4β1cg + (δ + 3β2 – 3)g – 3μg – 2β2g2

– β2f – 2β2gf – δc – 3μc.

Therefore, we require

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

β2 < 1,

β2 + β1 < 2,

2δ < β1,

δ + 3β2 < 3.

(5.12)

Case 6: z2 < 0 < z1, z3 and |z1| + |z3| < |z2|. Hence ‖z‖ = |z2| and

D+‖z‖ = D+
(|z2|

)
= –z′

2

= –A21z1 – A22z2 – A23z3

= –α2z1 +
[
–β1 – β1c + 2β1c2 + β1g + 2β1cg

+ β1f + 2β1cf – δg + 2μ + 1 – 2δcg + 3(μ + 1)c

+ 3β2g2 + 3β2cg + 3β2fg + 3δgc + 3(μ + 1)g – 3β2g
]
z2

+
[
β1c – β1cg – β1c2 – β1cf – δc + δgc

]
z3.

We consider K6 = β1c + δgc. Since |z1| < |z2| and |z3| < |z2|, we have K6|z3| < K6|z2|, there-
fore

D+‖z‖ <
[
(β1 – 1) – 2μ + (2β1 – 3)c – 3μc – 2β1c2 + (δ – β1)g

– 2β1gc – β1f – 2β1cf – 3β2g2 – 3β2gc – 3β2gf

+ (3β2 – 3)g – 3μg
]|z2|.

Therefore we require
⎧
⎨

⎩

β2 < 1,

δ < β1.
(5.13)

Case 7 : z3 < 0 < z1, z2 and |z1| + |z3| > |z2|. Therefore ‖z‖ = |z1| + |z3|

D+‖z‖ = D+
(|z1| + |z3|

)

= z′
1 – z′

3
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= (A11 – A31)z1 + (A12 – A32)z2 + (A13 – A33)z3

=
[
β1 – 2β1c2 – β1g – β1f + δg + β2 – β2c – 2β2g2

– β2f – δc – 2μ – 2 + β1c – 2β1gc – 2β1cf – 3(μ + 1)c

+ β2g – 2β2gc – 2β2gf – 3(μ + 1)g + α1
]
z1 + δgz2

× [
–2β1c + 2β1c2 + 2β1cf + 2β1cg – β2 + β2c + 2β2cg

– β2g + 2β2g2 + β2f + 2β2gf + δc + 2μ + 1 + 3(μ + 1)c + 3(μ + 1)t
]
z3.

Since |z1| + |z3| > |z2|, the relation δg|z2| < δg|z1| + δg|z3| holds, therefore

D+‖z‖ =
[
(β1 + β2 + α1 – 2) – 2μ + (β1 – 3)c + (2δ – β1)g

+ (β2 – 3)g – 3μg – 2β1c2 – β1f – 2β2g2 – β2f – δc

– 2β1cf – 2β1gc – 3μc – β2c – 2β2gc – 2β2gf
]
z1

× [
(β2 – 1) – 2μ + (2β1 – 3)c – 3μc – β2c – 2β1c2 – 2β1cf

– 2β1cg – 2β2cg + (β2 + δ – 3)g – 3μg – 2β2g2 – β2f

– 2β2gf – δc
]|z3| ≤ max{L71, L72}‖z‖.

Here

L71 = (β1 + β2 + α1 – 2) – 2μ + (β1 – 3)c + (2δ – β1)g

+ (β2 – 3)g – 3μg – 2β1c2 – β1f – 2β2g2 – β2f – δc

– 2β1cf – 2β1gc – 3μc – β2c – 2β2gc – 2β2gf ,

L72 = (β2 – 1) – 2μ + (2β1 – 3)c – 3μc – β2c – 2β1c2 – 2β1cf

– 2β1cg – 2β2cg + (β2 + δ – 3)g – 3μg – 2β2g2 – β2f – 2β2gf – δc.

Therefore, we require

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

β1 + β2 + α1 < 2,

β2 < 1,

2δ < β1,

β2 + δ < 3.

(5.14)

Case 8: z3 < 0 < z1, z2 and |z1| + |z3| < |z2|. Therefore ‖z‖ = |z2| and

D+‖z‖ = D+
(|z2|

)
= z′

2

= A21z1 + A22z2 + A23z3

= α2z1 +
[
β1 + β1c – 2β1c2 – β1g – 2β1cg – β1f

– 2β1cf + δg – 2μ – 1 – δcg – 3(μ + 1)c – 3β2t2



Ghasemabadi and Soltanian Advances in Difference Equations         (2021) 2021:15 Page 20 of 24

– 3β2cg – 3β2fg – 3(μ + 1)t + 3β2t
]
z2

[
–β1c + δc

+ β1cg + β1c2 + β1cf – δgc
]
z3.

We define K8 = β1c + δgc. Since z3 < 0, δ > 0, we have α2|z1| < α2|z2| and K8|z3| < K8|z2| and

D+‖z‖ ≤ ((α2 + β1 – 1) – 2μ + (2β1 – 3)c – 3μc – 2β1c2

+ (3β2 – 3)g – 3μg + (δ – β1)g – 2β1gc – β1f

– 2β1cf – 3β2g2 – 3β2gc – 3β2gf ]|z2|.

Therefore, we require

⎧
⎪⎪⎨

⎪⎪⎩

β1 + α2 < 1,

δ < β1,

β2 < 1.

(5.15)

In [6], the global stability of a unique steady state is investigated by the geometric method.
In such cases, a compact absorbing set exists. therefore surfaces remain in � for all times.
But there is no such set, when a model such as model (2.5) has backward bifurcation.
Hence, the following lemma proves the existence of the sequence ϕk of surfaces (see [1]). �

Lemma 5.2 Suppose that ψ be a simple and closed curve in �. There exist ε > 0 and a
surface ϕk that minimizes S with respect to �(ψ ,�) such that ϕk

t ⊆ � for all k = 1, 2, 3, . . .
and for all t ∈ [0, ε].

Proof Suppose ξ = 1
2 min{c : (c, g, f ) ∈ ψ}. We consider δ > 0, if δ < 0 then the proof is

similar. In this case

dc
dt

≥ –(μ + 1)c,

therefore, there exists ε > 0 such that if c(0) ≥ ξ then the solution remains in � for t ∈
[0, ε]. Hence we must show that there exists a sequence {ϕk} which minimizes S relative to
�(ψ ,�), where � = {(c, g, f ) ∈ � : c ≥ ξ}. Let ϕ(u) = (c(u), g(u), f (u)) ∈ �(ψ ,�), we define
a new surface ϕ̃(u) = (c̃(u), g̃(u), f̃ (u)), by the following relation:

ϕ̃(u) =

⎧
⎪⎪⎨

⎪⎪⎩

ϕ(u) c(u) ≥ ξ ,

(ξ , g, f ) c(u) < ξ and ξ + g(u) + f (u) ≤ 1,

(ξ , g
g+f (1 – ξ ), f

g+f (1 – ξ )) c(u) < ξ and ξ + g(u) + f (u) > 1,

(5.16)

ϕ̃(u) ∈ �(ψ ,�). Now, we demonstrate that Sϕ̃ ≤ Sϕ:

∂ϕ

∂u1
∧ ∂ϕ

∂u2
=

⎡

⎢
⎣

∂c
∂u1
∂g
∂u1
∂f
∂u1

⎤

⎥
⎦ ∧

⎡

⎢
⎣

∂c
∂u2
∂g
∂u2
∂f
∂u2

⎤

⎥
⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

det

[
∂c
∂u1

∂c
∂u2

∂g
∂u1

∂g
∂u2

]

det

[
∂c
∂u1

∂c
∂u2

∂f
∂u1

∂f
∂u2

]

det

[
∂g
∂u1

∂g
∂u2

∂f
∂u1

∂f
∂u2

]

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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is a vector in R
3. We denote ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u2
= (x̃1, x̃2, x̃3)T and ∂ϕ

∂u1
∧ ∂ϕ

∂u2
= (x1, x2, x3)T and show

‖ ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u1
‖ ≤ ‖ ∂ϕ

∂u1
∧ ∂ϕ

∂u2
‖.

Case 1. If c ≥ ξ then ϕ̃ = ϕ and |x̃i| = |xi| (i = 1, 2, 3), therefore ‖ ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u1
‖ = ‖ ∂ϕ

∂u1
∧ ∂ϕ

∂u2
‖.

Case 2. If c < ξ and ξ + g(u) + f (u) ≤ 1, then ϕ̃(v) = (ξ , g(v), f (v)). Therefore

∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u2
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

det

[
0 0
∂g
∂u1

∂g
∂u2

]

det

[
0 0
∂f
∂u1

∂f
∂u2

]

det

[
∂g
∂u1

∂g
∂u2

∂f
∂u1

∂f
∂u2

]

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

0
0

det

[
∂g
∂u1

∂g
∂u2

∂f
∂u1

∂f
∂u2

]

⎤

⎥
⎥
⎥
⎦

almost everywhere. Hence it follows that |x̃i| ≤ |xi|, thus ‖ ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u1
‖ ≤ ‖ ∂ϕ

∂u1
∧ ∂ϕ

∂u2
‖.

Case 3. If c < ξ and ξ + g(u) + f (u) > 1, then ϕ̃(v) = (ξ , g
g+f (1 – ξ ), f

g+f (1 – ξ )). Therefore

∂ϕ̃

∂uj
= (1 – ξ )

f ∂g
∂uj

– g ∂f
∂uj

(g + f )2

⎡

⎢
⎣

0
1

–1

⎤

⎥
⎦ , j = 1, 2.

Thus, ∂ϕ̃

∂u1
and ∂ϕ̃

∂u2
are linearly dependent, and hence their wedge product is ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u2
= 0.

Therefore ‖ ∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u1
‖ = 0 ≤ ‖ ∂ϕ

∂u1
∧ ∂ϕ

∂u2
‖. We denote ĩ2(u) = max{c, ξ} and hence 1

c̃ < 1
c .

Therefore

Sϕ̃ =
∫

B

1
ĩ2

∥
∥
∥
∥

∂ϕ̃

∂u1
∧ ∂ϕ̃

∂u2

∥
∥
∥
∥du

≤
∫

B

1
i2

∥
∥
∥
∥

∂ϕ

∂u1
∧ ∂ϕ

∂u2

∥
∥
∥
∥du

= Sϕ.

Suppose that {ϕk} is a sequence of surfaces that minimizes S respect to �(ψ ,�). Let {ϕ̃k}
be a sequence of surfaces in �(ψ , �̃) defined by the above definition. Since Sϕ̃ ≤ Sϕ for
every k, and �(ψ , �̃) is a subset of �(ψ ,�), one concludes that ϕ̃k minimizes S relative to
�(ψ , �̃). �

Lemmas 6.1 and 6.2 and Corollary 5.4 in [1] lead one to conclude to the following the-
orem.

Theorem 5.3 Positive semi-trajectories of system converges to an equilibrium point, i.e.,
any ω-limit point of 2.1 in � is an equilibrium point.

Finally, the above theorem implies the following result.

Theorem 5.4 Suppose the inequalities in Lemma 6.2 hold, if R0 > 1, then all solutions of
(2.5) tends to the unique positive equilibrium point.
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6 Example
In the present study, 30 EFL students at Semnan University participated. They chose mod-
ern and traditional education equally. Hence β1 = β2. There were 15 students in each
group. Before the treatment, all the participants took a reading comprehension test as
pre-test. Table 1 shows the results of pre-test.

An independent samples t-test was run at the 0.05 level of significance to determine
whether the difference between the means was significant or not. The results of the t-test
presented in Table 2 show that there was no significant difference between the groups as
far as their reading comprehension proficiency was concerned before the treatment.

After the treatment, another reading comprehension test was given to the participants.
This test served as a post-test. The results of this test are shown in the following tables.
As the results in Table 3 show, the modern education group outperformed the traditional
education group in post-test. To see if the difference in means was significant, another
independent samples t-test was run. Table 4 demonstrates the results of the t-test for the
post-test.

The analysis of the data in Table 4 shows that at the 0.05 level of significance there was a
significant difference between the post-test reading mean scores of the subjects from the
modern education group and the post-test reading mean scores of the subjects from the
traditional education group (t observed (3.717) is bigger than t critical (0.001)).

7 Conclusion
In this paper, English learning in a university is modeled. This modeling becomes the de-
velopment of an epidemic model with two strains and superinfection. In most superinfec-

Table 1 Descriptive Statistics of Pre-test in Terms of Groups

Variable pretest Number of subjects Mean SD Std. error mean

Modern Education Group 15 14.13 2.066 0.533
Traditional Education Group 15 14.27 2.086 0.539
Mean Difference = –0.14

Table 2 Independent samples t-test for pre-test

Levene’s
test for
equality of
variances

Test for equality of means

F sig. t df sig(2-tailed) Mean
difference

SE of
difference

95 percent confidence
interval of the difference

Low Upper

Equal
variances
assumed

0.131 0.720 –0.176 28 0.862 –0.133 0.758 –1.686 1.419

Table 3 Descriptive statistics of post-test in terms of groups

Variable posttest Number of subjects Mean SD Std. error mean

Modern Education Group 15 18.07 1.580 0.408
Traditional Education Group 15 16 1.464 0.378
Mean Difference = 2.07
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Table 4 Independent samples t-test for post-test

Levene’s
test for
equality of
variances

Test for equality of means

F sig. t df sig(2-tailed) Mean
difference

SE of
difference

95 percent confidence
interval of the difference

Low Upper

Equal
variances
assumed

0.410 0.527 3.717 28 001 2.067 0.556 0.928 3.206

tion models, individuals infected with strain two can superinfect individuals infected with
strain one. We consider the case in which superinfection goes in both directions.

In this model, individuals can participate in two groups of modern and traditional ed-
ucation based on their abilities and interests. We carried out a qualitative study of this
model including the computation of basic reproduction and the existence and locally and
globally stable of boundary equilibria and coexistence equilibrium point. The education-
free E0 is shown; it is local and global stable under suitable conditions.

By using compound matrices, local and global stability of the coexistence equilibrium
point was proven. The global stability conditions of this point indicate that initially, indi-
viduals chose the traditional education class more than the modern education class. But
eventually the number of modern education graduates was higher.

The analysis of the model showed that the occurrence of backward bifurcation and more
complexity can occur when we attempt to eliminate the education problems. Therefore,
when R0 < 1, education problems may be persistent.
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