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Abstract
In this paper, we investigate the necessary conditions on any s-type sequence space
to form an operator ideal. As a result, we show that the s-type Nakano generalized
difference sequence space X fails to generate an operator ideal. We investigate the
sufficient conditions on X to be premodular Banach special space of sequences and
the constructed prequasi-operator ideal becomes a small, simple, and closed Banach
space and has eigenvalues identical with its s-numbers. Finally, we introduce
necessary and sufficient conditions on X explaining some topological and
geometrical structures of the multiplication operator defined on X .
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1 Introduction
By C

N, c, �∞, �r , and c0, we denote the spaces of all, convergent, bounded, r-absolutely
summable, and convergent to zero sequences of complex numbers, and N is the set of
nonnegative integers. Tripathy et al. [14] introduced and studied the forward and back-
ward generalized difference sequence spaces U(�(m)

n ) = {(wk) ∈ C
N : (�(m)

n wk) ∈ U} and
U(�m

n ) = {(wk) ∈ C
N : (�m

n wk) ∈ U}, where m, n ∈ N, U = �∞, c or c0, with �
(m)
n wk =

∑m
ν=0(–1)νCm

ν wk+νn, and �m
n wk =

∑m
ν=0(–1)νCm

ν wk–νn, respectively. When n = 1, the gen-
eralized difference sequence spaces reduced to U(�(m)) were defined and investigated
by Et and Çolak [3]. For m = 1, the generalized difference sequence spaces reduced to
U(�n) were defined and investigated by Tripathy and Esi [13]. For n = 1 and m = 1, the
generalized difference sequence spaces reduced to U(�) were defined and studied by
Kizmaz [6]. Summability is very important in mathematical models and has numerous
implementations, such as normal series theory, approximation theory, ideal transforma-
tions, fixed point theory, and so forth. Let r = (rj) ∈ R

+N, where R
+N is the space of se-

quences with positive reals. We define the Nakano backward generalized difference se-
quence space as follows: (�(r,�m

n+1))τ = {w = (wj) ∈ C
N : ∃σ > 0 with τ (σw) < ∞}, where

τ (w) =
∑∞

j=0 |�m
n+1|wj||rj , wj = 0 for j < 0, �m

n+1|wj| = �m–1
n+1 |wj| – �m–1

n+1 |wj–1| and �0wj = wj

for all j, n, m ∈ N. It is a Banach space with norm ‖w‖ = inf{σ > 0 : τ ( w
σ

) ≤ 1}. If (rj) ∈ �∞,
then �(r,�m

n+1) = {w = (wj) ∈ C
N :

∑∞
j=0 |�m

n+1|wj||rj < ∞}. Several geometric and topo-
logical characteristics of �(r,�m

n+1) have been studied (see [5, 16]). By B(W , Z) we de-
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note the set of all linear bounded operators between Banach spaces W and Z, and if
W = Z, then we write B(W ). The multiplication operators and operator ideals have a
wide field of mathematics in functional analysis, for instance, in eigenvalue distributions
theorem, geometric structure of Banach spaces, theory of fixed point, and so forth. An
s-number function [12] is a map defined on B(W , Z) that associates with each opera-
tor T ∈ B(W , Z) a nonnegative scaler sequence (sn(T))∞n=0 satisfying the following condi-
tions:

(a) ‖T‖ = s0(T) ≥ s1(T) ≥ s2(T) ≥ · · · ≥ 0 for T ∈B(W , Z),
(b) sm+n–1(T1 + T2) ≤ sm(T1) + sn(T2) for all T1, T2 ∈B(W , Z) and m, n ∈N,
(c) ideal property: sn(RVT) ≤ ‖R‖sn(V )‖T‖ for all T ∈B(W0, W ), V ∈B(W , Z), and

R ∈B(Z, Z0), where W0 and Z0 are arbitrary Banach spaces,
(d) if G ∈B(W , Z) and λ ∈C, then sn(λG) = |λ|sn(G).
(e) rank property: If rank(T) ≤ n, then sn(T) = 0 for each T ∈B(W , Z),
(f ) norming property: sr≥n(In) = 0 or sr<n(In) = 1, where In is the unit operator on the

n-dimensional Hilbert space �n
2 .

The s-numbers have many examples such as the rth approximation number

αr(V ) = inf
{‖V – B‖ : B ∈B(W , Z) and rank(B) ≤ r

}

and the rth Kolmogorov number

dr(V ) = inf
dim W≤r

sup
‖w‖≤1

inf
v∈W

‖Vw – v‖.

The following notations will be further used:

XS :=
{

XS (W , Z)
}

, where XS (W , Z) :=
{

V ∈B(W , Z) : (
(
sj(V )

)∞
j=0 ∈ X

}
;

Xapp :=
{

Xapp(W , Z)
}

, where Xapp(W , Z) :=
{

V ∈ B(W , Z) : (
(
αj(V )

)∞
j=0 ∈ X

}
;

XKol :=
{

XKol(W , Z)
}

, where XKol(W , Z) :=
{

V ∈B(W , Z) : (
(
dj(V )

)∞
j=0 ∈ X

}
;

Xν :=
{

Xν(W , Z)
}

, where

Xν(W , Z) :=
{

V ∈B(W , Z) : (
(
νj(V )

)∞
j=0 ∈ X and

∥
∥V – νj(V )I

∥
∥ = 0 for allj ∈N

}
.

The s-type Nakano generalized difference sequence space under τ : �(r,�m
n+1)) → [0,∞)

is defined as

s-type
(
�
(
r,�m

n+1
))

τ

:=
{(

sj(V )
)∞

j=0 ∈ C
N : V ∈B(W , Z) and τ

(
λ
(
sj(V )

))∞
j=0 < ∞ for some λ > 0

}
.

If (rj) ∈ �∞, then

s-type
(
�
(
r,�m

n+1
))

τ
=

{
(
sj(V )

)∞
j=0 ∈C

N : V ∈B(W , Z) and
∞∑

j=0

∣
∣�m

n+1sj(V )
∣
∣rj < ∞

}

.
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Some examples of s-type Nakano generalized difference sequence spaces are

s-type
(

�

((
j

j + 1

)

,�3
2

))

τ

=

{
(
sj(V )

)∞
j=0 ∈ C

N : V ∈B(W , Z) and
∞∑

j=0

∣
∣�3

2sj(V )
∣
∣

j
j+1 < ∞

}

and

s-type
(
�r(�)

)
τ

=

{
(
sj(V )

)∞
j=0 ∈C

N : V ∈B(W , Z) and

( ∞∑

j=0

∣
∣�sj(V )

∣
∣r
) 1

r

< ∞
}

.

A few operator ideals in the class of Hilbert or Banach spaces are defined by distinct
scalar sequence spaces such as the ideal of compact operators Bc formed by (dr(V )) and
c0. Pietsch [12] studied the smallness of the quasi-ideals (�r)app for r ∈ (0,∞), the ideals
of Hilbert–Schmidt operators between Hilbert spaces constructed by �2, and the ide-
als of nuclear operators generated by �1. He explained that F = (�r)app for r ∈ [1,∞),
where F is the closed class of all finite rank operators, and the class (�r)app became
simple Banach [11]. The strict inclusions (�r)app(W , Z) � (�j)app(W , Z) � B(W , Z) for
j > r > 0, where W and Z are infinite-dimensional Banach spaces, were investigated
by Makarov and Faried [7]. Faried and Bakery [4] gave a generalization of the class of
quasi-operator ideal, which is the prequasi-operator ideal and examined several geo-
metric and topological structures of (�M)S and (ces(r))S . On sequence spaces, Mur-
saleen and Noman [10] investigated the compact operators on some difference se-
quence spaces. Kiliçman and Raj [5] studied the matrix transformations of Norlund–
Orlicz difference sequence spaces of nonabsolute type. Yaying et al. [15] examined the
operator ideal of type sequence space whose q-Cesáro matrix in �p for all q ∈ (0, 1]
and 1 < p < ∞. The point of this paper is explaining some results of (�(p,�m

n+1))τ
equipped with a prequasi-norm τ . Firstly, we give necessary conditions on any s-type
sequence space to give an operator ideal. Secondly, we study some geometric and
topological structures of (�(p,�m

n+1))Sτ such as closed, small, and simple Banach and
(�(p,�m

n+1))S = (�(p,�m
n+1))ν . We determine a strict inclusion relation of (�(p,�m

n+1))S

for different p and �m
n+1. Finally, we investigate the multiplication operator defined on

(�(p,�m
n+1))τ .

2 Preliminaries and definitions
Definition 2.1 ([12]) An operator V ∈ B(W ) is called approximable if there are Dr ∈
F(W ) for every r ∈N and limr→∞ ‖V – Dr‖ = 0.

By ϒ(W , Z) we denote the space of all approximable operators from W to Z.

Lemma 2.2 ([12]) Let V ∈ B(W , Z). If V /∈ ϒ(W , Z), then there are G ∈ B(W ) and B ∈
B(Z) such that BVGer = er for all r ∈N.

Definition 2.3 ([12]) A Banach space W is called simple if B(W ) includes a unique non-
trivial closed ideal.
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Theorem 2.4 ([12]) If W is Banach space with dim(W ) = ∞, then

F(W ) �ϒ(W ) �Bc(W ) �B(W ).

Definition 2.5 ([9]) An operator V ∈ B(W ) is called Fredholm if dim(R(V ))c < ∞,
dim(ker V ) < ∞, and R(V ) is closed, where (R(V ))c denotes the complement of range V .

We will further use the sequence ej = (0, 0, . . . , 1, 0, 0, . . . ) with 1 in the jth coordinate for
all j ∈ N.

Definition 2.6 ([4]) The space of linear sequence spaces Y is called a special space of
sequences (sss) if

(1) er ∈Y with r ∈N,
(2) if u = (ur) ∈ C

N, v = (vr) ∈Y, and |ur| ≤ |vr| for every r ∈N, then u ∈Y. This means
that Y is “solid”,

(3) if (ur)∞r=0 ∈ Y, then (u[ r
2 ])∞r=0 ∈Y, where [ r

2 ] means the integral part of r
2 .

Definition 2.7 ([2]) A subspace of the (sss) Yτ is called a premodular (sss) if there is a
function τ : Y → [0,∞) satisfying the following conditions:

(i) τ (y) ≥ 0 for each y ∈Y and τ (y) = 0 ⇔ y = θ , where θ is the zero element of Y,
(ii) there exists a ≥ 1 such that τ (ηy) ≤ a|η|τ (y) for all y ∈Y and η ∈C,

(iii) for some b ≥ 1, τ (y + z) ≤ b(τ (y) + τ (z)) for all y, z ∈Y,
(iv) |yr| ≤ |zr| with r ∈N, implies τ ((yr)) ≤ τ ((zr)),
(v) for some b0 ≥ 1, τ ((yr)) ≤ τ ((y[ r

2 ])) ≤ b0τ ((yi)),
(vi) if y = (yr)∞r=o ∈Y and d > 0, then there is r0 ∈N with τ ((yr)∞r=r0 ) < d,
(vii) there is t > 0 with τ (ν, 0, 0, 0, . . . ) ≥ t|ν|τ (1, 0, 0, 0, . . . ) for all ν ∈ C.

The (sss) Yτ is called prequasi-normed (sss) if τ satisfies parts (i)–(iii) of Definition 2.7,
and when the space Y is complete under τ , then Yτ is called a prequasi-Banach (sss).

Theorem 2.8 ([2]) A prequasi-norm (sss) Yτ , whenever it is premodular (sss).

By B we denote the class of all bounded linear operators between any pair of Banach
spaces.

Definition 2.9 ([2]) A class G ⊆ B is called an operator ideal if every component
G(W , Z) = G∩B(W , Z), where W and Z are Banach spaces, satisfies the following condi-
tions:

(i) G ⊇ F, that is, the class G contains the class of all finite-rank Banach space
operators F.

(ii) The space G(W , Z) is linear over C.
(iii) If V ∈B(W0, W ), G ∈G(W , Z), and Q ∈ B(Z, Z0), then QGV ∈G(W0, Z0), where

W0 and Z0 are Banach spaces.

Definition 2.10 ([2]) A prequasi-norm on the ideal B is a function ζ : B → [0,∞) that
satisfies the following conditions:
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(1) For all V ∈ B(W , Z), ζ (V ) ≥ 0 and ζ (V ) = 0 if and only if V = 0,
(2) there is H ≥ 1 such that ζ (ηV ) ≤ H|η|ζ (V ) for all V ∈ B(W , Z) and η ∈C,
(3) there is b ≥ 1 such that ζ (V1 + V2) ≤ b[ζ (V1) + ζ (V2)] for all V1, V2 ∈ B(W , Z),
(4) there is D ≥ 1 such that if U ∈B(W0, W ), T ∈ B(W , Z), and V ∈B(Z, Z0), then

ζ (VTU) ≤ D‖V‖ζ (T)‖U‖.

Theorem 2.11 ([4]) The function ζ (V ) = τ (sr(V ))∞r=0 forms a prequasi-norm on XS
τ when-

ever Xτ is a premodular (sss).

We will further use the inequality |ai + bi|qi ≤ H(|ai|qi + |bi|qi ), where qi ≥ 0 for all i ∈N,
H = max{1, 2h–1}, and h = supi qi (see [1]).

3 Main results
Pietsch [12] investigated the quasi-ideals (�r)app for r ∈ (0,∞). Faried and Bakery [4] in-
troduced sufficient conditions on any linear sequence space X such that the class XS of all
bounded linear operators between arbitrary Banach spaces with its sequence of s-numbers
belongs to X generates an operator ideal. In this section, we give necessary conditions on
s-type X under τ : X → [0,∞) such that XS

τ forms an operator ideal. Consequently, any
none solid s-type sequence space does not form an operator ideal. We explain sufficient
conditions on Nakano backward generalized difference sequence space to be premodular
Banach (sss).

Theorem 3.1 For s-type Xτ := {x = (sn(V )) ∈C
N : V ∈ B(W , Z) and τ (x) < ∞}, if XS

τ is an
operator ideal, then the following conditions are satisfied:

1. The set Xτ contains F , the space of all sequences with finite nonzero numbers.
2. If (sr(V1))∞r=0 ∈ Xτ and (sr(V2))∞r=0 ∈ Xτ , then (sr(V1 + V2))∞r=0 ∈ Xτ .
3. For all λ ∈ C and (sr(V ))∞r=0 ∈ Xτ , we have |λ|(sr(V ))∞r=0 ∈ Xτ .
4. The sequence space Xτ is solid. This means that if (sr(V ))∞r=0 ∈ C

N, (sr(T))∞r=0 ∈ Xτ and
sr(V ) ≤ sr(T) for every r ∈N and T , V ∈B(W , Z), then (sr(V ))∞r=0 ∈ Xτ .

Proof Let XS
τ be an operator ideal.

(i) We have F(W , Z) ⊂ XS
τ (W , Z). Hence for all T ∈ F(W , Z), we have (sr(V ))∞r=0 ∈ F .

This gives (sr(V ))∞r=0 ∈ Xτ . Hence F ⊂ Xτ .
(ii) The space XS

τ (W , Z) is linear over C. Hence for all λ ∈C and V1, V2 ∈ XS
τ (W , Z),

we have V1 + V2 ∈ XS
τ (W , Z) and λV1 ∈ XS

τ (W , Z). This implies

(
sr(V1)

)∞
r=0 ∈ Xτ and

(
sr(V2)

)∞
r=0 ∈ Xτ ⇒ (

sr(V1 + V2)
)∞

r=0 ∈ Xτ

and

λ ∈ C and
(
sr(V1)

)∞
r=0 ∈ Xτ ⇒ |λ|(sr(V1)

)∞
r=0 ∈ Xτ .

(iii) If A ∈B(W0, W ), B ∈ XS
τ (W , Z), and D ∈B(Z, Z0), then DBA ∈ XS

τ (W0, Z0), where
W0 and Z0 are arbitrary Banach spaces. Therefore, if A ∈B(W0, W ),
(sr(B))∞r=0 ∈ Xτ , and D ∈B(Z, Z0), then (sr(DBA))∞r=0 ∈ Xτ since
sr(DBA) ≤ ‖D‖sr(B)‖A‖. By using condition 3, if (‖D‖‖A‖sr(B))∞r=0 ∈ Xτ , then we
have (sr(DBA))∞r=0 ∈ Xτ . This means that Xτ is solid. �
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Corollary 3.2 The s-type q-Cesáro sequence space of nonabsolute type χ
q
p is solid for all

q ∈ (0, 1] and 1 < p < ∞.

Proof From Theorem 5.6 in [15], since the class of all bounded linear operators between
any two Banach spaces such that its s-numbers belong to q-Cesáro sequence space of
nonabsolute type forms an operator ideal if q ∈ (0, 1] and 1 < p < ∞. Then by Theorem
3.1 the s-type q-Cesáro sequence space of nonabsolute type is solid for all q ∈ (0, 1] and
1 < p < ∞. �

Theorem 3.3 The space (�(p,�m
n+1))Sτ is not operator ideal, where (pi) satisfies 0 < pi < ∞

for all i ∈N and τ (w) =
∑∞

i=0 |�m
n+1|wi||pi for all w ∈ �(p,�m

n+1).

Proof We choose m = 2, n = 1, wk = 1, vk = wk for k = 3s and, otherwise, vk = 0 for all
s, k ∈ N. We have |vk| ≤ |wk| for all k ∈ N, w ∈ (�(p,�2

2))τ , and v /∈ (�(p,�2
2))τ . Hence the

space (�(p,�m
n+1))τ is not solid. This finishes the proof. �

According to Theorem 3.3, we correct Theorem 4.2 in [8], that is, the class of all bounded
linear operators constructed by Musielak–Lorentz forward difference sequence spaces
equipped with the Luxemburg norm and s-numbers fails to form a quasi-operator ideal,
since it is not solid.

Definition 3.4 The backward generalized difference �m
n+1 is called absolutely nonde-

creasing if from |xi| ≤ |yi| for all i ∈N it follows that |�m
n+1|xi|| ≤ |�m

n+1|yi||.

Theorem 3.5 If (pi) ∈ R
+N ∩ �∞ is an increasing and �m

n+1 is absolutely nondecreasing,
then the space (�(p,�m

n+1))τ is a premodular Banach (sss), where

τ (w) =
∞∑

i=0

∣
∣�m

n+1|wi|
∣
∣pi for all w ∈ �

(
p,�m

n+1
)
.

Proof
(1-i) Suppose v, w ∈ �(p,�m

n+1). Since (pi) ∈ �∞ and �m
n+1 is absolutely nondecreasing,

we have

τ (v + w) =
∞∑

i=0

∣
∣�m

n+1|vi + wi|
∣
∣pi

≤ H

( ∞∑

i=0

∣
∣�m

n+1|vi|
∣
∣pi +

∞∑

i=0

∣
∣�m

n+1|wi|
∣
∣pi

)

= H
(
τ (v) + τ (w)

)
< ∞,

where H = max{1, 2supi pi–1}. Then v + w ∈ �(p,�m
n+1).

(1-ii) Let λ ∈C and v ∈ �(p,�m
n+1). Since (pi) is bounded, we have

τ (λv) =
∞∑

r=0

∣
∣�m

n+1|λvr|
∣
∣pr ≤ sup

r
|λ|pr

∞∑

r=0

∣
∣�m

n+1|vr|
∣
∣pr = sup

r
|λ|pr τ (v) < ∞.
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Then λv ∈ �(p,�m
n+1). Hence from parts (1-i) and (1-ii) the space �(p,�m

n+1) is
linear. Since er ∈ �(p) ⊆ �(p,�m

n+1) for all r ∈N, we have er ∈ �(p,�m
n+1) for all

r ∈N.
(2) Suppose |xi| ≤ |yi| for all i ∈N and y ∈ �(p,�m

n+1). Since �m
n+1 is absolutely

nondecreasing. Hence we have

τ (x) =
∞∑

i=0

∣
∣�m

n+1|xi|
∣
∣pi ≤

∞∑

i=0

∣
∣�m

n+1|yi|
∣
∣pi = τ (y) < ∞,

so that x ∈ �(p,�m
n+1).

(3) Let (vr) ∈ �(p,�m
n+1). Since (pr) is an increasing and �m

n+1 is linear, we have

τ
(
(v[ r

2 ])
)

=
∞∑

r=0

∣
∣�m

n+1|v[ r
2 ]|

∣
∣pr

=
∞∑

r=0

∣
∣�m

n+1|vr|
∣
∣p2r +

∞∑

r=0

∣
∣�m

n+1|vr|
∣
∣p2r+1

≤ 2
∞∑

r=0

∣
∣�m

n+1|vr|
∣
∣pr = 2τ (v),

and then (v[ r
2 ]) ∈ �(p,�m

n+1).
(i) Obviously, τ (w) ≥ 0 and τ (w) = 0 ⇔ w = θ .

(ii) a = max{1, supr |η|pr–1} ≥ 1, where τ (ηw) ≤ a|η|τ (w) for all w ∈ �(p,�m
n+1)

and η ∈C.
(iii) The inequality τ (v + w) ≤ H(τ (v) + τ (w)) for all v, w ∈ �(p,�m

n+1) is satisfied.
(iv) Clearly from (2).
(v) From (3) we have that b0 = 2 ≥ 1.

(vi) It is obvious that F = �(p,�m
n+1).

(vii) There is ζ with 0 < ζ ≤ |η|p0–1 such that τ (η, 0, 0, 0, . . .) ≥ ζ |η|τ (1, 0, 0, 0, . . .)
for all η �= 0 and ζ > 0 if η = 0.

Hence the space (�(p,�m
n+1))τ is premodular (sss). To explain that (�(p,�m

n+1))τ is a pre-
modular Banach (sss). Let xi = (xi

k)∞k=0 be a Cauchy sequence in (�(p,�m
n+1))τ . Then for each

ε ∈ (0, 1), there is i0 ∈N such that for all i, j ≥ i0, we have

τ
(
xi – xj) =

∞∑

k=0

∣
∣�m

n+1
∣
∣xi

k – xj
k
∣
∣
∣
∣pk < εsupk pk .

Hence, for i, j ≥ i0 and k ∈ N, we conclude

∣
∣�m

n+1
∣
∣xi

k
∣
∣–�m

n+1
∣
∣xj

k
∣
∣
∣
∣ < ε.

Therefore (�m
n+1|xj

k|) is a Cauchy sequence in C for fixed k ∈N, so limj→∞ �m
n+1xj

k = �m
n+1x0

k
for fixed k ∈N. Hence τ (xi – x0) < εsupi pi for all i ≥ i0. Finally, to show that x0 ∈ �(p,�m

n+1),
we have

τ
(
x0) = τ

(
x0 – xn + xn) ≤ H

(
τ
(
xn – x0) + τ

(
xn)) < ∞.

Therefore x0 ∈ �(p,�m
n+1). This gives that (�(p,�m

n+1))τ is a premodular Banach (sss). �
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In view of Theorem 2.8, we get the following theorem.

Theorem 3.6 If (pi) ∈ R
+N ∩ �∞ is increasing and �m

n+1 is absolutely nondecreasing, then
the space (�(p,�m

n+1))τ is prequasi-Banach (sss), where

τ (x) =
∞∑

i=0

∣
∣�m

n+1|xi|
∣
∣pi for all x ∈ �

(
p,�m

n+1
)
.

Corollary 3.7 If 0 < p < ∞ and �m
n+1 is absolutely nondecreasing, then (�p(�m

n+1))τ is a
premodular Banach (sss), where τ (x) =

∑∞
i=0 |�m

n+1|xi||p for all x ∈ �p(�m
n+1).

4 Prequasi-Banach closed ideal
Pietsch [12] examined the Banach quasi-ideals (�r)app for r ∈ (0,∞) and the Banach quasi-
ideals of Hilbert–Schmidt and nuclear operators between Hilbert spaces formed by �2

and �1, respectively. Yaying et al. [15] made current the Banach quasi-operator ideal of
type sequence space whose q-Cesáro matrix is in �p for all q ∈ (0, 1] and 1 < p < ∞. Bakery
and Mohammed [2] introduced the concept of prequasi-ideal, which is more general than
the class of quasi-ideals. In this section, we introduce sufficient conditions on �(p,�m

n+1)
such that the class (�(p,�m

n+1))Sτ is a prequasi-Banach and closed ideal.

Theorem 4.1 If (pr) ∈ R
+N ∩ �∞ is increasing and �m

n+1 is absolutely nondecreasing, then
((�(p,�m

n+1))Sτ , ζ ) is a prequasi-Banach operator ideal with τ (w) =
∑∞

i=0 |�m
n+1|wi||pi for all

w ∈ �(p,�m
n+1) and ζ (V ) = τ ((sn(V ))∞n=0).

Proof By Theorems 3.5 and 2.11 the function ζ is a prequasi-norm on (�(p,�m
n+1))Sτ . Let

(Vj) be a Cauchy sequence in (�(p,�m
n+1))Sτ (W , Z). Since B(W , Z) ⊇ (�(p,�m

n+1))Sτ (W , Z),
we have

ζ (Vi – Vj) =
∞∑

k=0

∣
∣�m

n+1sk(Vi – Vj)
∣
∣pk ≥ ∣

∣�m
n+1‖Vi – Vj‖)

∣
∣p0 .

Therefore (Vj)j∈N is a Cauchy sequence in B(W , Z). Since B(W , Z) is a Banach space,
T ∈B(W , Z) with limj→∞ ‖Vj – V‖ = 0 and (sn(Vi))∞n=0 ∈ (�(p,�m

n+1))τ for each i ∈N. From
parts (ii), (iii), and (iv) of Definition 2.7 we have

ζ (V ) =
∞∑

r=0

∣
∣�m

n+1sr(V – Vj + Vj)
∣
∣pr

≤ H

( ∞∑

r=0

∣
∣�m

n+1s[ r
2 ](V – Vj)

∣
∣pr +

∞∑

r=0

∣
∣�m

n+1s[ r
2 ](Vj)

∣
∣pr

)

≤ H
∞∑

r=0

∣
∣�m

n+1‖V – Vj‖
∣
∣p0 + Hb0

∞∑

r=0

∣
∣�m

n+1sr(Vj)
∣
∣pr < ε.

Therefore (sr(V ))∞r=0 ∈ (�(p,�m
n+1))τ . Hence V ∈ (�(p,�m

n+1))Sτ (W , Z). �

Theorem 4.2 If (pr) ∈ R+N ∩ �∞ is increasing and �m
n+1 is absolutely nondecreasing, then

((�(p,�m
n+1))Sτ , ζ ) is a prequasi-closed operator ideal with τ (w) =

∑∞
i=0 |�m

n+1|wi||pi for all
w ∈ �(p,�m

n+1) and ζ (V ) = τ ((sn(V ))∞n=0).
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Proof By Theorems 3.5 and 2.11 the function ζ is a prequasi-norm on (�(p,�m
n+1))Sτ . As-

sume that Vj ∈ (�(p,�m
n+1))Sτ (W , Z) for all j ∈N and limj→∞ ζ (Vj –V ) = 0. Since B(W , Z) ⊇

(�(p,�m
n+1))Sτ (W , Z), we have

ζ (V – Vj) =
∞∑

k=0

∣
∣�m

n+1sk(V – Vj)
∣
∣pk ≥ ∣

∣�m
n+1‖V – Vj‖

∣
∣p0 .

Hence (Vj)j∈N is a convergent sequence in B(W , Z). Since (sn(Vj))∞n=0 ∈ (�(p,�m
n+1)τ for

each j ∈N, from parts (ii), (iii), and (iv) of Definition 2.7 we get

ζ (V ) =
∞∑

r=0

∣
∣�m

n+1sr(V – Vj + Vj)
∣
∣pr

≤ H

( ∞∑

r=0

∣
∣�m

n+1s[ r
2 ](V – Vj)

∣
∣pr +

∞∑

r=0

∣
∣�m

n+1s[ r
2 ](Vj)

∣
∣pr

)

≤ H
∞∑

r=0

∣
∣�m

n+1‖V – Vj‖
∣
∣p0 + Hb0

∞∑

r=0

∣
∣�m

n+1sr(Vj)
∣
∣pr < ε.

Therefore (sr(V ))∞r=0 ∈ (�(p,�m
n+1)τ . This gives V ∈ (�(p,�m

n+1))Sτ (W , Z). �

Corollary 4.3 ((�p(�m
n+1))Sτ , ζ ) is prequasi-closed and Banach with τ (w) =

∑∞
i=0 |�m

n+1|wi||p
for all w ∈ �p(�m

n+1) and ζ (V ) = τ ((sn(V ))∞n=0) if 0 < p < ∞ and �m
n+1 is absolutely nonde-

creasing.

5 Small and simple of (�(p,�m
n+1))S

Makarov and Faried [7] explained the strict inclusion (�r)app(W , Z) � (�j)app(W , Z) �
B(W , Z) for j > r > 0. Pietsch [11] proved that the class (�r)app became simple and small
Banach space for r ∈ [1,∞) and r ∈ (0,∞), respectively. In this section, we explain suffi-
cient conditions on �(p,�m

n+1) for the strict inclusion relation of (�(p,�m
n+1))S for different

p and �m
n+1. We study the conditions such that the class (�(p,�m

n+1))app is small. We also
investigate sufficient conditions on �(p,�m

n+1) such that (�(p,�m
n+1))S equals (�(p,�m

n+1))ν .
Finally, we give an answer of the following question: For which �(p,�m

n+1), (�(p,�m
n+1))S is

simple?

Theorem 5.1 Let W and Z be infinite-dimensional Banach spaces, 0 < pi ≤ qi for all i ∈N,
and let �m

n be absolutely nondecreasing for all n, m ∈N. Then

(
�
(
p,�m

n+2
))S (W , Z) �

(
�
(
q,�m+1

n+1
))S (W , Z) �B(W , Z).

Proof If V ∈ (�(p,�m
n+2))S (W , Z), then we have (si(V )) ∈ �(p,�m

n+2). We can see that

∞∑

j=0

∣
∣�m+1

n+1 sj(V )
∣
∣qj <

∞∑

j=0

∣
∣�m

n+2sj(V )
∣
∣pj < ∞.

Therefore V ∈ (�(q,�m+1
n+1 ))S (W , Z). Next, if we choose (sj(V ))∞j=0 such that �m

n+2sj(V ) = (j +

1)
– 1

pj for n, m ∈ N, then we can find V ∈ B(W , Z) with
∑∞

j=0 |�m
n+2sj(V )|pj =

∑∞
j=0

1
j+1 = ∞
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and

∞∑

j=0

(∣
∣�m

n+2sj(V )
∣
∣
)qj =

∞∑

j=0

(
1

j + 1

) qj
pj

< ∞.

Since �(q,�m
n+2) ⊆ �(q,�m+1

n+1 ), V /∈ (�(p,�m
n+2))S (W , Z) and V ∈ (�(q,�m+1

n+1 ))S (W , Z).
Clearly, (�(q,�m+1

n+1 ))S (W , Z) ⊂ B(W , Z). By choosing (sj(V ))∞j=0 such that �m+1
n+1 sj(V ) =

(j + 1)
– 1

qj for n, m ∈N, we have V ∈B(W , Z) such that V /∈ (�(q,�m+1
n+1 ))S (W , Z). �

Corollary 5.2 For any infinite-dimensional Banach spaces W and Z, j ≥ r > 0, and abso-
lutely nondecreasing �m

n for all n, m ∈N, we have

(
�r

(
�m

n+2
))S (W , Z) �

(
�j

(
�m+1

n+1
))S (W , Z) �B(W , Z).

Theorem 5.3 For any Banach spaces W and Z with dim(W ) = dim(Z) = ∞, let (pr) ∈
R

+N ∩ �∞ be increasing, and let �m
n+1 be absolutely nondecreasing. Then the class

(�(p,�m
n+1))app is small.

Proof ((�(p,�m
n+1))app, ζ ) is a prequasi-Banach operator ideal, where ζ (V ) =

(
∑∞

k=0 |�m
n+1αk(V )|pk )

1
h . Let (�(p,�m

n+1))app(W , Z) = B(W , Z). Then there is δ > 0 with
ζ (V ) ≤ δ‖V‖ for all V ∈ B(W , Z). By Dvoretzky’s theorem [12] for j ∈ N, there are sub-
spaces Mj and quotient spaces W /Nj of Z. By isomorphisms, Aj and Hj will be mapped Z
onto �

j
2 with ‖Hj‖‖H–1

j ‖ ≤ 2 and ‖Aj‖‖A–1
j ‖ ≤ 2. Let Jj be the natural embedding map from

Mj into Z, and let Qj be the quotient map from W onto W /Nj. Denoting the Bernstein
numbers [12] by uj, we have

1 = uk(Ij) = uk
(
AjA–1

j IjHjH–1
j

)

≤ ‖Aj‖uk
(
A–1

j IjHj
)∥
∥H–1

j
∥
∥

= ‖Aj‖uk
(
JjA–1

j IjHj
)∥
∥H–1

j
∥
∥

≤ ‖Aj‖dk
(
JjA–1

j IjHj
)∥
∥H–1

j
∥
∥

= ‖Aj‖dk
(
JjA–1

j IjHjQj
)∥
∥H–1

j
∥
∥

≤ ‖Aj‖αk
(
JjA–1

j IjHjQj
)∥
∥H–1

j
∥
∥

for 0 ≤ k ≤ i. Therefore

1 ≤ ‖Aj‖
∣
∣�m

n+1αk
(
JjA–1

j IjHjQj
)∣
∣
∥
∥H–1

j
∥
∥

⇒ (i + 1) ≤ (‖Aj‖
∥
∥H–1

j
∥
∥
)pi

i∑

k=0

∣
∣�m

n+1αk
(
JjA–1

j IjHjQj
)∣
∣pk .

Hence

(i + 1)
1
h ≤ a‖Am‖∥∥H–1

m
∥
∥

[ i∑

k=0

∣
∣�m

n+1αk
(
JjA–1

j IjHjQj
)∣
∣pk

] 1
h

⇒ (i + 1)
1
h ≤ a‖Aj‖

∥
∥H–1

j
∥
∥g

(
JjA–1

j IjHjQj
)
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⇒ (i + 1)
1
h ≤ aδ‖Aj‖

∥
∥H–1

j
∥
∥
∥
∥JjA–1

j IjHjQj
∥
∥

⇒ (i + 1)
1
h ≤ aδ‖Aj‖

∥
∥H–1

j
∥
∥
∥
∥JjA–1

j
∥
∥‖Ij‖‖HjQj‖ = Lδ‖Aj‖

∥
∥H–1

j
∥
∥
∥
∥A–1

j
∥
∥‖Ij‖‖Hj‖

⇒ (i + 1)
1
h ≤ 4aδ

for some a ≥ 1. Since i is arbitrary, we have a contradiction. So, W and Z cannot be infinite-
dimensional while (�(p,�m

n+1))app(W , Z) = B(W , Z).
In the same manner we can prove that the class (�(p,�m

n+1))Kol is small. �

Theorem 5.4 Let W and Z be any Banach spaces with dim(W ) = dim(Z) = ∞. Let
(pr) ∈ R

+N ∩ �∞ be increasing, and let �m
n+1 be absolutely nondecreasing. Then the class

(�(p,�m
n+1))Kol is small.

Theorem 5.5 Pick any Banach spaces W and Z with dim(W ) = dim(Z) = ∞. If (pr), (qr) ∈
�∞ are increasing with 1 ≤ pi < qi for all i ∈N and �m

n is absolutely nondecreasing, then

B
((

�
(
q,�m+1

n+1
))S ,

(
�
(
p,�m

n+2
))S)

= ϒ
((

�
(
q,�m+1

n+1
))S ,

(
�
(
p,�m

n+2
))S)

.

Proof Assume that there is V ∈ B((�(q,�m+1
n+1 ))S , (�(p,�m

n+2))S ) that is not approximable.
By Lemma 2.2 we have G ∈ B((�(q,�m+1

n+1 ))S ) and B ∈ B((�(p,�m
n+2))S ) with BVGIk = Ik .

Therefore for all k ∈N, we get

‖Ik‖(�(p,�m
n+2))S =

∞∑

n=0

∣
∣�m

n+2sn(Ik)
∣
∣pk ≤ ‖BVG‖‖Ik‖(�(q,�m+1

n+1 ))S ≤
∞∑

n=0

∣
∣�m+1

n+1 sn(Ik)
∣
∣qk .

From Theorem 5.1 we obtain a contradiction. Hence V ∈ ϒ((�(q,�m+1
n+1 ))S ,

(�(p,�m
n+2))S ). �

Corollary 5.6 Let W and Z be any Banach spaces with dim(W ) = dim(Z) = ∞. If
(pr), (qr) ∈ �∞ are increasing with 1 ≤ pi < qi for all i ∈ N and �m

n is absolutely nonde-
creasing, then

B
((

�
(
q,�m+1

n+1
))S ,

(
�
(
p,�m

n+2
))S)

= Bc
((

�
(
q,�m+1

n+1
))S ,

(
�
(
p,�m

n+2
))S)

.

Proof Since each approximable operator is compact, the result follows. �

Theorem 5.7 Let W and Z be any Banach spaces with dim(W ) = dim(Z) = ∞. If (pr) ∈ �∞
is increasing with p0 ≥ 1 for all i ∈ N and �m

n is absolutely nondecreasing, then the class
(�(p,�m

n+1))Sτ is simple.

Proof Suppose that there is V ∈Bc((�(p,�m
n+1))Sτ ) such that V /∈ ϒ((�(p,�m

n+1))Sτ ). There-
fore by Lemma 2.2 one find A, B ∈ B((�(p,�m

n+1))Sτ ) with BVAIk = Ik . This means that
I(�(p,�m

n+1))Sτ ∈ Bc((�(p,�m
n+1))Sτ ). Consequently, B((�(p,�m

n+1))Sτ ) = Bc((�(p,�m
n+1))Sτ ).

Therefore B((�(p,�m
n+1))Sτ ) includes one and only one nontrivial closed ideal

ϒ((�(p,�m
n+1))Sτ ). �
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5.1 Eigenvalues of s-type �(p,�m
n+1)

Theorem 5.8 Let W and Z be Banach spaces with dim(W ) = dim(Z) = ∞. If (pr) ∈R
+N ∩

�∞ is increasing and �m
n+1 is absolutely nondecreasing, then

(
�
(
p,�m

n+1
))S (W , Z) =

(
�
(
p,�m

n+1
))ν(W , Z).

Proof Suppose V ∈ (�(p,�m
n+1))S (W , Z). Then (sr(V ))∞r=0 ∈ �(p,�m

n+1), and we have
∑∞

r=0(|�m
n+1sr(V )|)pr < ∞. Since �m

n+1 is continuous, limr→∞ sr(V ) = 0. Let ‖V – sr(V )I‖ be
invertible for all r ∈ N. Then ‖V – sr(V )I‖–1 exists and is bounded for each r ∈ N. There-
fore limr→∞ ‖V – sr(V )I‖–1 = ‖V‖–1 with V –1 ∈ B(Z, W ). From the prequasi-operator
ideal of ((�(p,�m

n+1))S , ζ ) we have

I = VV –1 ∈ (
�
(
p,�m

n+1
))S (Z) ⇒ (

sr(I)
)∞

r=0 ∈ �
(
p,�m

n+1
) ⇒ lim

r→∞ sr(I) = 0.

Since limr→∞ sr(I) = 1, we have a contradiction. Then ‖V – sr(V )I‖ is not invertible
for all r ∈ N. Hence (sr(V ))∞r=0 represents the eigenvalues of V . Conversely, if V ∈
(�(p,�m

n+1))ν(W , Z), then (νr(V ))∞r=0 ∈ �(p,�m
n+1) and ‖V – νr(V )I‖ = 0 for all n ∈ N. This

gives V = νr(V )I for all r ∈ N. Then sr(V ) = sr(νr(V )I) = |νr(V )| for all r ∈ N. Therefore
(sr(V ))∞r=0 ∈ �(p,�m

n+1), and so V ∈ (�(p,�m
n+1))S (W , Z). This completes the proof. �

6 Multiplication operator on �(p,�m
n+1)

Mursaleen and Noman [10] examined compact operators on some difference sequence
spaces. Kiliçman and Raj [5] introduced the matrix transformations of Norlund–Orlicz
difference sequence spaces of nonabsolute type. Yaying et al. [15] investigated the matrix
transformations on q-Cesáro sequence spaces of nonabsolute type. In this section, we in-
troduce some topological and geometric structures of the multiplication operator acting
on �(p,�m

n+1) such as bounded, invertible, approximable, closed range, and Fredholm op-
erator.

Definition 6.1 Let κ ∈C
N ∩ �∞, and let Wτ be a prequasi-normed (sss). An operator Vκ :

Wτ → Wτ is called a multiplication operator if Vκw = κw = (κrwr)∞r=0 ∈ W for all w ∈ W .
If Vκ ∈B(W ), then we call it a multiplication operator generated by κ .

Theorem 6.2 Let κ ∈ C
N, (pr) ∈ R

+N ∩ �∞ be increasing, and let �m
n+1 be absolutely non-

decreasing. Then κ ∈ �∞ if and only if, Vκ ∈B(�(p,�m
n+1)τ ), where τ (x) =

∑∞
r=0 |�m

n+1|xr||pr

for all x ∈ �(p,�m
n+1).

Proof Let κ ∈ �∞. Then there is ε > 0 with |κr| ≤ ε for every r ∈ N. For x ∈ (�(p,�m
n+1)τ ,

since �m
n+1 is absolutely nondecreasing and (pr) is bounded from above with pr > 0 for all

r ∈N, we have

τ (Vκx) = τ (κx) = τ
(
(κrxr)∞r=0

)

=
∞∑

r=0

∣
∣�m

n+1
(|κr||xr|

)∣
∣pr

≤
∞∑

r=0

∣
∣�m

n+1
(
ε|xr|

)∣
∣pr
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≤ sup
r

εpr
∞∑

r=0

∣
∣�m

n+1|xr|
∣
∣pr

= Dτ (x).

This gives Vκ ∈B(�(p,�m
n+1)τ ). Conversely, let Vκ ∈B(�(p,�m

n+1)τ ). Suppose κ /∈ �∞. Then
for each j ∈ N, there is ij ∈ N such that κij > j. Since �m

n+1 is absolutely nondecreasing, we
have

τ (Vκeij ) = τ (κeij ) = τ
((

κr(eij )r
)∞

r=0

)

=
∞∑

r=0

∣
∣�m

n+1
(|κr|

∣
∣(eij )r

∣
∣
)∣
∣pr

=
∣
∣�m

n+1|κij |
∣
∣pij >

∣
∣�m

n+1|j|
∣
∣pij

=
∣
∣�m

n+1|j|
∣
∣pij τ (eij ).

This shows that Vκ /∈B(�(p,�m
n+1)τ ). Therefore κ ∈ �∞. �

Theorem 6.3 Let κ ∈ C
N, and let (�(p,�m

n+1))τ be a prequasi-normed (sss) with τ (x) =
∑∞

r=0 |�m
n+1|xr||pr for all x ∈ �(p,�m

n+1). Then |κr| = 1 for all r ∈ N if and only if Vκ is an
isometry.

Proof Suppose |κr| = 1 for all r ∈N. Then

τ (Vκx) = τ (κx) = τ
(
(κrxr)∞r=0

)

=
∞∑

r=0

∣
∣�m

n+1
(|κr||xr|

)∣
∣pr =

∞∑

r=0

∣
∣�m

n+1|xr|
∣
∣pr = τ (x)

for all x ∈ (�(p,�m
n+1))τ . Therefore Vκ is an isometry. Conversely, assume that |κi| < 1 for

some i = i0. Since �m
n+1 is absolutely nondecreasing, we obtain

τ (Vκei0 ) = τ (κei0 ) = τ
((

κr(ei0 )r
)∞

r=0

)

=
∞∑

r=0

∣
∣�m

n+1
(|κr|

∣
∣(ei0 )r

∣
∣
)∣
∣pr

<
∞∑

r=0

∣
∣�m

n+1
∣
∣(ei0 )r

∣
∣
∣
∣pr = τ (ei0 ).

When |κi0 | > 1, we can prove that τ (Vκei0 ) > τ (ei0 ). Therefore, in both cases, we have a
contradiction. So |κr| = 1 for every r ∈ N.

By card(A) we denote the cardinality of a set A. �

Theorem 6.4 If κ ∈ C
N and (�(p,�m

n+1))τ is a prequasi-normed (sss), where τ (x) =
∑∞

r=0 |�m
n+1|xr||pr for all x ∈ �(p,�m

n+1). Then Vκ ∈ ϒ((�(p,�m
n+1))τ ) if and only if (κr)∞r=0 ∈ c0.

Proof Let Vκ ∈ ϒ((�(p,�m
n+1))τ ). Therefore Vκ ∈ Bc((�(p,�m

n+1))τ ). To prove that the se-
quence (κr)∞r=0 belongs to c0, suppose (κr)∞r=0 /∈ c0. Then there is δ > 0 such that the
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set Aδ = {r ∈ N : |κr| ≥ δ} has card(Aδ) = ∞. Assume that ai ∈ Aδ for all i ∈ N. Hence
{eai : ai ∈ Aδ} is an infinite bounded set in (�(p,�m

n+1))τ . Let

τ (Vκeai – Vκeaj ) = τ (κeai – κeaj )

= τ
((

κr
(
(eai )r – (eaj )r

))∞
r=0

)
=

∞∑

r=0

∣
∣�m

n+1
∣
∣κr

(
(eai )r – (eaj )r

)∣
∣
∣
∣pr

≥
∞∑

r=0

∣
∣�m

n+1
∣
∣δ

(
(eai )r – (eaj )r

)∣
∣
∣
∣pr = τ (δeai – δeaj )

for all ai, aj ∈ Aδ . This shows that {eai : ai ∈ Bδ} ∈ �∞, which cannot have a convergent sub-
sequence under Vκ . This proves that Vκ /∈ Bc((�(p,�m

n+1))τ ). Then Vκ /∈ ϒ((�(p,�m
n+1))τ ),

a contradiction. So, limi→∞ κi = 0. Conversely, let limi→∞ κi = 0. Then for each δ > 0, the
set Aδ = {i ∈N : |κi| ≥ δ} has card(Aδ) < ∞. Hence, for every δ > 0, the space

((
�
(
p,�m

n+1
))

τ

)
Aδ

=
{

x = (xi) ∈ (
�
(
p,�m

n+1
))

τ
: i ∈ Aδ

}

is finite-dimensional. Then Vκ |((�(p,�m
n+1))τ )Aδ

is a finite rank operator. For every i ∈ N,
define κi ∈C

N by

(κi)j =

⎧
⎨

⎩

κj, j ∈ A 1
i
,

0 otherwise.

It is clear that Vκi has rank(Vκi ) < ∞ as dim((�(p,�m
n+1))τ )A 1

i
< ∞ for i ∈ N. Therefore, since

�m
n+1 is absolutely nondecreasing, we get

τ
(
(Vκ – Vκi )x

)
= τ

(((
κj – (κi)j

)
xj

)∞
j=0

)

=
∞∑

j=0

∣
∣�m

n+1
(∣
∣
(
κj – (κi)j

)
xj

∣
∣
)∣
∣pj

=
∞∑

j=0,j∈A 1
i

∣
∣�m

n+1
(∣
∣
(
κj – (κi)j

)
xj

∣
∣
)∣
∣pj +

∞∑

j=0,j /∈A 1
i

∣
∣�m

n+1
(∣
∣
(
κj – (κi)j

)
xj

∣
∣
)∣
∣pj

=
∞∑

j=0,j /∈A 1
i

∣
∣�m

n+1|κjxj|
∣
∣pj

≤ 1
i

∞∑

j=0,j /∈A 1
i

∣
∣�m

n+1|xj|
∣
∣pj <

1
i

∞∑

j=0

∣
∣�m

n+1|xj|
∣
∣pj =

1
i
τ (x).

This implies that ‖Vκ – Vκi‖ ≤ 1
i and that Vκ is a limit of finite rank operators. Therefore

Vκ is an approximable operator. �

Theorem 6.5 Let κ ∈ C
N, and let (�(p,�m

n+1))τ be a prequasi-normed (sss), where τ (x) =
∑∞

r=0 |�m
n+1|xr||pr for x ∈ �(p,�m

n+1). Then Vκ ∈Bc((�(p,�m
n+1))τ ) if and only if (κi)∞i=0 ∈ c0.
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Proof It is simple and so overlooked. �

Corollary 6.6 If κ ∈ C
N, (pr) ∈ R

+N ∩ �∞ is increasing, and �m
n+1 is absolutely nonde-

creasing, then Bc((�(p,�m
n+1))τ ) � B((�(p,�m

n+1))τ ), where τ (x) =
∑∞

r=0 |�m
n+1|xr||pr for all

x ∈ �(p,�m
n+1).

Proof Since I is a multiplication operator on (�(p,�m
n+1))τ generated by κ = (1, 1, . . .), I /∈

Bc((�(p,�m
n+1))τ ) and I ∈B((�(p,�m

n+1))τ ). �

Theorem 6.7 If κ ∈ C
N, then (�(p,�m

n+1))τ is prequasi-Banach (sss), where τ (x) =
∑∞

r=0 |�m
n+1|xr||pr for all x ∈ �(p,�m

n+1), and Vκ ∈B((�(p,�m
n+1))τ ). Then κ is bounded away

from zero on (ker(κ))c if and only if R(Vκ ) is closed.

Proof Let the sufficient condition be satisfied. Then there is ε > 0 with |κi| ≥ ε for all i ∈
(ker(κ))c. To show that R(Vκ ) is closed, let d be a limit point of R(Vκ ). Therefore there is
Vκxi in (�(p,�m

n+1))τ for all i ∈ N such that limi→∞ Vκxi = d. Obviously, (Vκxi) is a Cauchy
sequence. Since �m

n+1 is absolutely nondecreasing, we have

τ (Vκxi – Vκxj)

=
∞∑

r=0

∣
∣�m

n+1
∣
∣κr(xi)r – κr(xj)r

∣
∣
∣
∣pr

=
∞∑

r=0,r∈(ker(κ))c

∣
∣�m

n+1
∣
∣κr(xi)r – κr(xj)r

∣
∣
∣
∣pr +

∞∑

r=0,r /∈(ker(κ))c

∣
∣�m

n+1
∣
∣κr(xi)r – κr(xj)r

∣
∣
∣
∣pr

≥
∞∑

r=0,r∈(ker(κ))c

∣
∣�m

n+1
(|κr|

∣
∣(xi)r – (xj)r

∣
∣
)∣
∣pr =

∞∑

r=0

∣
∣�m

n+1
(|κr|

∣
∣(yi)r – (yj)r

∣
∣
)∣
∣pr

> ε

∞∑

r=0

∣
∣�m

n+1
∣
∣(yi)r – (yj)r

∣
∣
∣
∣pr = ετ (yn – ym),

where

(yi)r =

⎧
⎨

⎩

(xi)r , r ∈ (ker(κ))c,

0, r /∈ (ker(κ))c.

This shows that (yi) is a Cauchy sequence in (�(p,�m
n+1))τ . Since (�(p,�m

n+1))τ is complete,
there is x ∈ (�(p,�m

n+1))τ such that limi→∞ yi = x. Since Vκ is continuous, limi→∞ Vκyi =
Vκx. But limi→∞ Vκxi = limi→∞ Vκyi = d. Hence Vκx = d. Therefore d ∈ R(Vκ ). This shows
that R(Vκ ) is closed. Conversely, let R(Vκ ) be closed. Then Vκ is bounded away from
zero on ((�(p,�m

n+1))τ )(ker(κ))c . Hence there exists ε > 0 such that τ (Vκx) ≥ ετ (x) for all
x ∈ ((�(p,�m

n+1))τ )(ker(κ))c .
Let B = {r ∈ (ker(κ))c : |κr| < ε}. If B �= φ, then for i0 ∈ B, we obtain

τ (Vκei0 ) = τ
((

κr(ei0 )r
)∞

r=0

)
=

∞∑

r=0

∣
∣�m

n+1
∣
∣κr(en0 )r

∣
∣
∣
∣pr <

∞∑

r=0

∣
∣�m

n+1
∣
∣ε(en0 )r

∣
∣
∣
∣pr = ετ (en0 ),
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which gives a contradiction. So, B = φ such that |κr| ≥ ε for all r ∈ (ker(κ))c. This completes
the proof of the theorem. �

Theorem 6.8 Let κ ∈ C
N, and let (�(p,�m

n+1))τ be a prequasi-Banach (sss) with τ (w) =
∑∞

r=0 |�m
n+1|wr||pr for all w ∈ �(p,�m

n+1). Then there are b > 0 and B > 0 such that b < κr < B
for all r ∈N if and only if Vκ ∈B((�(p,�m

n+1))τ ) is invertible.

Proof Define γ ∈C
N by γr = 1

κr
. From Theorem 6.2 we have Vκ , Vγ ∈B((�(p,�m

n+1))τ ) and
Vκ .Vγ = Vγ .Vκ = I . Then Vγ is the inverse of Vκ . Conversely, let Vκ be invertible. Then
R(Vκ ) = ((�(p,�m

n+1))τ )N. This implies that R(Vκ ) is closed. By Theorem 6.7 there is b > 0
such that |κr| ≥ b for all r ∈ (ker(κ))c. Now ker(κ) = φ, else κr0 = 0 for several r0 ∈ N, and
we get er0 ∈ ker(Vκ ). This gives a contradiction, since ker(Vκ ) is trivial. So, |κr| ≥ a for all
r ∈ N. Since Vκ is bounded, by Theorem 6.2 there is B > 0 such that |κr| ≤ B for all r ∈ N.
Therefore we have shown that b ≤ |κr| ≤ B for all r ∈N. �

Theorem 6.9 Let κ ∈ C
N, and let (�(p,�m

n+1))τ be a prequasi-Banach (sss), where τ (w) =
∑∞

r=0 |�m
n+1|wr||pr for all w ∈ �(p,�m

n+1). Then Vκ ∈B((�(p,�m
n+1))τ ) is a Fredholm operator

if and only if (i) card(ker(κ)) < ∞ and (ii) |κr| ≥ ε for all r ∈ (ker(κ))c.

Proof Let Vκ be Fredholm. If card(ker(κ)) = ∞, then en ∈ ker(Vκ ) for all n ∈ ker(κ).
Since en are linearly independent, this gives card(ker(Vκ ) = ∞, a contradiction. Therefore
card(ker(κ)) < ∞. By Theorem 6.7 condition (ii) is satisfied. Next, if the necessary condi-
tions are satisfied, then Vκ is Fredholm. Indeed, by Theorem 6.7 condition (ii) gives that
R(Vκ ) is closed. Condition (i) indicates that dim(ker(Vκ )) < ∞ and dim((R(Vκ ))c) < ∞, and
therefore Vκ is Fredholm. �
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