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(i) monotone, if

�Sx1 – Sx2,x1 – x2� 	 0, � x1,x2 � H1;

(ii) γ -inverse strongly monotone (in brief, ism), if

�Sx1 – Sx2,x1 – x2� 	 γ � Sx1 – Sx2� 2, � x1,x2 � H1 and γ > 0;

(iii) firmly nonexpansive, if

�Sx1 – Sx2,x1 – x2� 	 � Sx1 – Sx2� 2, � x1,x2 � H1;

(iv) L-Lipschitz continuous, if

� Sx1 – Sx2� � L� x1 – x2� , � x1,x2 � H1 and L > 0.

A multi-valued mapping M1 : D(M1) 
 H1 � 2H1 is called monotone if, for all x1,x2 �
D(M1), u1 � M1x1 and u2 � M1x2 such that

�x1 – x2,u1 – u2� 	 0.

And it is maximal if G(M1), the graph of M1 defined as

G(M1) =
{

(x1,u1) : u1 � M1x1
}

,

is not contained properly in the graph of other. It is well known that a monotone mapping
M1 is maximal iff for x1 � D(M1), u1 � H1, �x1 – x2,u1 – u2� 	 0 for each (x2,u2) � G(M1)
implies that u1 � M1x1.

Let M1 : D(M1) 
 H1 � 2H1 be a multi-valued maximal monotone mapping. Then the
resolvent operator JM1

ρ1 : H1 � D(M1) is defined by

JM1
ρ1 x1 := (1 + ρ1M1)–1(x1), � x1 � H1

for ρ1 > 0, where I stands for the identity operator on H1. We observe that JM1
ρ1 is single-

valued nonexpansive and firmly nonexpansive.
Moudafi [2] was first to introduce the split monotone variational inclusion problem:

Find �x � H1 such that

0 � f1( �x) + M1( �x), (1.2)

and

�y = B �x � H2 solves 0 � f2(�y) + M2(�y), (1.3)

where f1 : H1 � H1, f2 : H2 � H2 are inverse strongly monotone mappings, B : H1 � H2 is
a bounded linear mapping, and M1 : H1 � 2H1 , M2 : H2 � 2H2 are multi-valued maximal
monotone mappings.
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The split feasibility, split zero, and split fixed point problems are included as special
cases. They have been studied broadly by various authors and solve real life problems
essentially in modeling of inverse problems, sensor networks in computerized tomography
and radiation therapy; for details, see [3–5].

If f1 � 0 and f2 � 0, then we find a split null point problem (in brief, SPNPP): Find �x � H1

such that

0 � M1( �x), (1.4)

and

�y = B �x � H2 solves 0 � M2(�y). (1.5)

In this paper, we consider the split monotone variational inclusion problem (in brief,
SPMVIP): Find �x � H1 such that

0 � M1( �x), (1.6)

and

�y = B �x � H2 solves 0 � f (�y) + M2(�y). (1.7)

Let � = { �x � H1 : �x � Sol(MVIP(1.6)) and B �x � Sol(MVIP(1.7))} denote the solution of
SPMVIP(1.6)–(1.7).

The iterative algorithm for SPMVIP(1.2)–(1.3) was introduced and studied by Moudafi
[2]:

x0 � H1,xn+1 = P
(
xn + ηA� (Q – I)Axn

)
for ρ > 0, (1.8)

where P := JM1
ρ (I – λf1), Q := JM2

ρ (I – ρf2), A� is the adjoint operator of A and 0 < η < 1
ς

, ς

is the spectral radius of A� A.
The convergence analysis was studied by Byrne et al. [6] of some iterative algorithm

for SPNPP(1.4)–(1.5). Moreover, Kazmi et al. [7] established an iterative method to find a
common solution of SPNPP(1.4)–(1.5) and fixed point problem. For instance, see [8, 9].

Recently, Qin et al. [10] proposed an algorithm for an infinite family of nonexpansive
mappings as follows:

x0 � C1, xn+1 = μnθg(xn) + ηnxn +
(
(1 – ηn)I – μnA

)
Wnun, (1.9)

where g is a contraction mapping on H1, A is a strongly positive bounded linear operator,
Wn is generated by S1,S2, . . . as follows:

Vn,n+1 := I,

Vn,n := λnSnVn,n+1 + (1 – λn)I,

Vn,n–1 := λn–1Sn–1Vn,n + (1 – λn–1)I,
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...

Vn,m := λmSmVn,m+1 + (1 – λm)I,

Vn,m–1 := λm–1Sm–1Vn,m + (1 – λm–1)I,

...

Vn,2 := λ2S2Vn,3 + (1 – λ3)I,

Wn � Vn,1 := λ1S1Vn,2 + (1 – λ1)I, (1.10)

where S1,S2, . . . ,Wn are nonexpansive mappings, {λn} 
 (0, 1] for n 	 1; for further work,
see [11, 12].

Inspirited by Moudafi [2], Byrne et al. [6], Kazmi et al. [7, 8], Qin et al. [10] and by
continuing work, we propose and analyze a new type iterative algorithm to find a common
solution of split monotone variational inclusion, variational inequality, and fixed point
problems for an infinite family of nonexpansive mappings in the framework of Hilbert
spaces. Further, we show that the sequence generated by the algorithm converges strongly
to common solution. Furthermore, we list some consequences of our established theorem.
Finally, we provide a numerical example to demonstrate the applicability of the algorithm.
We emphasize that the result accounted in the manuscript unifies and extends various
results in this field of study.

2 Preliminaries
This section is devoted to recalling few definitions, entailing mathematical tools, and help-
ful results that are required in the sequel.

To each x1 � H1, there exists a unique nearest point PC1x1 to x1 in C1 such that

� x1 – PC1x1� � � x1 – x2� , � x2 � C1, (2.1)

where PC1 is a metric projection of H1 onto C1. Also, PC1 is nonexpansive and satisfies

�x1 – x2,PC1x1 – PC1x2� 	 � PC1x1 – PC1x2� 2, � x1,x2 � H1. (2.2)

Moreover, PC1x1 is characterized by the fact that PC1x1 � C1 and

�x1 – PC1x1,x2 – PC1x1� � 0, � x2 � C1. (2.3)

This implies that

� x1 – x2� 2 	 � x1 – PC1x1� 2 + � x2 – PC1x1� 2, � x1 � H1,x2 � C1, (2.4)

and

∥∥μx1 + (1 – μ)x2
∥∥2 = μ� x1� 2 + (1 – μ)� x2� 2 – μ(1 – μ)� x1 – x2� 2 (2.5)

for all x1,x2 � H1 and μ � [0, 1].



Alansari et al. Advances in Difference Equations        (2020) 2020:485 Page 5 of 21

Also, on H1 the following inequalities hold:
1. Opial’s condition [13], that is, for any {xn} with xn ⇀ x1 and

lim inf
n��

� xn – x1� < lim inf
n��

� xn – x2� (2.6)

holds, � x2 � H1 with x2 �= x1;
2.

� x1 + x2� 2 � � x1� 2 + 2�x2,x1 + x2� , � x1,x2 � H1. (2.7)

Definition 2.1 ([14]) A mapping T1 : H1 � H1 is called averaged iff

T1 = (1 – λ)I + λS1,

where λ � (0, 1), I is the identity mapping on H1, and S1 : H1 � H1 is a nonexpansive
mapping.

Lemma 2.1 ([2])
(i) If T2 = (1 – λ)T1 + λS1, where T1 : H1 � H1 is averaged, S1 : H1 � H1 is

nonexpansive, and 0 < λ < 1, then T2 is averaged;
(ii) If T1 is γ -ism, then βT1 is γ

β
-ism for β > 0;

(iii) T1 is averaged iff I – T1 is γ -ism for some γ > 1
2 .

Lemma 2.2 ([2]) Let ρ > 0, f be a γ -ism, and M be a maximal monotone mapping. If
ρ � (0, 2γ ), then JMρ (I – ρf ) is averaged.

Lemma 2.3 ([2]) Let ρ1,ρ2 > 0 and M1, M2 be maximal monotone mappings. Then

�x solves ((1.2)–(1.3)) � �x = JM1
ρ1 (I – ρ1f1) �x and B �x = JM2

ρ2 (I – ρ2f2)B �x.

Lemma 2.4 ([15]) Let {un} and {vn} be bounded sequences in E, a Banach space, and let
0 < μn < 1 with 0 < lim infn�� μn � limsupn�� μn < 1. Consider vn+1 = (1 – μn)vn + μnun,
n 	 0 and limsupn�� (� vn+1 – vn� – � un+1 – un� ) � 0. Then

lim
n��

� vn – un� = 0.

Lemma 2.5 ([16]) Assume that B is a strongly positive self-adjoint bounded linear operator
on H1 with coefficient γ > 0 and 0 < ρ � � B� –1. Then � I – ρB� � 1 – ργ .

Lemma 2.6 ([17]) Let {an} be a sequence of nonnegative real numbers with

an+1 � (1 – λn)an + αn, n 	 0,

where λn � (0, 1) and {αn} in R with
(i)

∑�
n=1 λn = � ;

(ii) limsupn��
αn
λn

� 0 or
∑�

n=1 |αn| < +� .
Then limn�� an = 0.
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Lemma 2.7 ([18]) Let S1 : C1 � H1 be a nonexpansive mapping. If S1 has a fixed point,
then (I – S1), where I is the identity mapping, it is demiclosed, that is, if xn ⇀ x1 � H1 and
xn – S1xn � x2, then (I – S1)x1 = x2.

Lemma 2.8 ([19]) Let C1 �= � be a closed convex subset of a strictly convex Banach space
E. Let S1,S2, . . . be nonexpansive mappings of C1 to C1 such that

⋂�
i=1 Fix(Si) �= � , and let

λ1,λ2, . . . be real numbers satisfying 0 < λi < 1, � i 	 1. Then limi�� Vi,j �x exists, � �x � C1

and j � N.

Remark 2.9 By Lemma 2.8, define a mapping W : C1 � C1 such that W�x = limi�� Wi �x =
limi�� Vi,1 �x, � �x � C1, which is called theW-mapping generated by S1,S2, . . . and λ1,λ2, . . . .
In the whole paper, we consider 0 < λi < 1, � i 	 1.

Lemma 2.10 ([19]) Let C1 �= � be a closed convex subset of a strictly convex Banach space
E. Let S1,S2, . . . be nonexpansive mappings of C1 to C1 such that

⋂�
i=1 Fix(Si) �= � , and let

λ1,λ2, . . . be real numbers satisfying 0 < λi < 1, � i 	 1. Then Fix(W) =
⋂�

i=1 Fix(Si).

Lemma 2.11 ([20]) Let C1 �= � be a closed convex subset of H1. Let S1,S2, . . . be nonexpan-
sive mappings of C1 to C1 such that

⋂�
i=1 Fix(Si) �= � , and let λ1,λ2, . . . be real numbers sat-

isfying 0 < λi < 1, � i 	 1. For any bounded subset K of C1, limi�� sup�x� K � Wi �x – W�x� = 0.

3 Main result
We study the following convergence result for a new type iterative method to find a com-
mon solution of SPMVIP(1.6)–(1.7), VIP(1.1), and fixed point problem.

Theorem 3.1 Let H1 and H2 denote the Hilbert spaces and C1 
 H1 be a nonempty closed
convex subset of Hilbert space H1. Let D : C1 � H1 be a γ – inverse strongly monotone
mapping,B : H1 � H2 be a bounded linear operatorwith its adjoint operator B� ,M1 : C1 �

2H1 , andM2 : H2 � 2H2 bemulti-valuedmaximalmonotone operators and f : H2 � H2 be
an α-inverse strongly monotone mapping. Let g : C1 � C1 be a contraction mapping with
constant τ � (0, 1), A be a strongly positive bounded linear self-adjoint operator on C1 with
constant θ̄ > 0 such that 0 < θ < θ̄

τ
< θ + 1

τ
, and {Si}�

i=1 : C1 � C1 be an infinite family of
nonexpansive mappings such that 
 := � � Sol(VIP(1.1)) � (

⋂�
i=1 Fix(Si)) �= � . Let {xn} be a

sequence generated as follows:

x1 � C1,
vn = JM1

ρ1 [xn + ηB� (Q – I)Bxn],
un = PC1 (vn – σnDvn),
xn+1 = μnθg(Wnxn) + δnxn + ((1 – δn)I – μnA)Wnun, n 	 1,

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3.1)

where Wn is defined in (1.10), Q = J f ,M2
ρ2 (I – ρ2f ), {μn}, {δn} 
 (0, 1) and η � (0, 1

ε
), ε is the

spectral radius of B� B. Let the control sequences satisfy the following conditions:
(i) limn�� μn = 0,

∑�
n=1 μn = � ;

(ii) ρ1 > 0, 0 < ρ2 < 2α;
(iii) 0 < lim infn�� δn � limsupn�� δn < 1;
(iv) 0 < lim infn�� σn � limsupn�� σn < 2γ ;

∑�
n=1 |σn+1 – σn| < � .
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Then the sequence {xn} converges strongly to some �x � 
, where �x = P
(θg + (I –A)) �x which
solves

〈
(A – θg) �x, v – �x

〉
	 0 for all v � 
. (3.2)

Proof For the sake of simplicity, we divide the proof into several steps.
Step 1. We prove that {xn} is bounded.
Let �x � 
, then �x � � and thus JM1

ρ1
�x = �x, J f ,M2

ρ2 (I – ρ2f )B �x = B �x and (I + ηB� (Q – I)B) �x =
�x. By Lemma 2.2 and firm nonexpansiveness, JM1

ρ1 and J f ,M2
ρ2 (I – ρ2f ) are averaged. Also,

(I + ηB� (Q – I)B) is averaged since it is ν
ε

-ism for some ν > 1
2 . From Lemma 2.1(iii), I – Q

is ν-ism. Thus, we obtain

〈
B� (I – Q)Bx1 – B� (I – Q)Bx2,x1 – x2

〉
=

〈
(I – Q)Bx1 – (I – Q)Bx2,

Bx1 – Bx2
〉

	 ν
∥∥(I – Q)Bx1 – (I – Q)Bx2

∥∥2

	
ν

ε

∥∥B� (I – Q)Bx1

– B� (I – Q)Bx2
∥∥2. (3.3)

This implies that ηB� (I – Q)B is ν
ηε

-ism. Since 0 < η < 1
ε

, its complement (I – ηB� (I – Q)B)
is averaged and hence JM1

ρ1 [I + ηB� (Q – I)B] = R(say). Thus, I + ηB� (Q – I)B, JM1
ρ1 , Q and R

are nonexpansive mappings.
Next, we calculate

� vn – �x� 2 =
∥∥JM1

ρ1

(
xn + ηB� (Q – I)Bxn

)
– JM1

ρ1
�x
∥∥2

�
∥∥xn + ηB� (Q – I)Bxn – �x

∥∥2

= � xn – �x� 2 + η2∥∥B� (Q – I)Bxn
∥∥2

+ 2η
〈
xn – �x,B� (Q – I)Bxn

〉
, (3.4)

and hence

� vn – �x� 2 � � xn – �x� 2 + η2〈(Q – I)Bxn,BB� (Q – I)Bxn
〉

+ 2η
〈
xn – �x,B� (Q – I)Bxn

〉
. (3.5)

Consider ϒ1 := η2� (Q – I)Bxn,BB� (Q – I)Bxn� , and we have

ϒ1 = η2〈(Q – I)Bxn,BB� (Q – I)Bxn
〉

� εη2〈(Q – I)Bxn, (Q – I)Bxn
〉

= εη2∥∥(Q – I)Bxn
∥∥2. (3.6)

Also, let ϒ2 := 2η�xn – �x,B� (Q – I)Bxn� , and we calculate

ϒ2 = 2η
〈
xn – �x,B� (Q – I)Bxn

〉

= 2η
〈
B(xn – �x), (Q – I)Bxn

〉
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= 2η
〈
B(xn – �x) + (Q – I)Bxn – (Q – I)Bxn, (Q – I)Bxn

〉

= 2η
(〈
QB(xn – B �x), (Q – I)Bxn

〉
–

∥∥(Q – I)Bxn
∥∥2)

� 2η(
1
2
∥∥(Q – I)Bxn

∥∥2 –
∥∥(Q – I)Bxn

∥∥2

� –η
∥∥(Q – I)Bxn

∥∥2. (3.7)

By (3.6) and (3.7) in (3.5), we get

� vn – �x� 2 � � xn – �x� 2 + η(εη – 1)
∥∥(Q – I)Bxn

∥∥2. (3.8)

Since 0 < η < 1
ε

, therefore

� vn – �x� � � xn – �x� . (3.9)

Using γ -ism and 0 < σn < 2γ , we have

� un – �x� 2 = � PC1 (vn – σnDvn) – PC1 (vn – σnD �x� 2

� � vn – σnDvn – (vn – σnD �x� 2

=
∥∥(vn – �x) – σn(Dvn – D �x)

∥∥2

= � vn – �x� 2 – 2σn�Dvn – D �x, vn – �x� + σ 2
n � Dvn – D �x� 2

� � vn – �x� 2 – 2σnγ � Dvn – D �x� 2 + σ 2
n � Dvn – D �x� 2

= � vn – �x� 2 + σn(σn – 2γ )� Dvn – D �x� 2

� � vn – �x� 2, (3.10)

this implies

� un – �x� � � vn – �x� . (3.11)

By using (3.9) and (3.11), we calculate

� xn+1 – �x� =
∥∥μnθg(Wnxn) + δnxn +

(
(1 – δn)I – μnA

)
Wnun – �x

∥∥

=
∥∥μn

(
θg(Wnxn) – A �x

)
+ δn(xn – �x) +

(
(1 – δn)I – μnA

)
(Wnun – �x)

∥∥

� μn
∥∥θg(Wnxn) – A �x

∥∥ + δn� xn – �x� +
(
(1 – δn)I – μnθ

)
� Wnun – �x�

� μn
∥∥θg(Wnxn) – θg( �x) + θg( �x) – A �x

∥∥

+ δn� xn – �x� +
(
(1 – δn)I – μnθ

)
� un – �x�

� μnθ
∥∥g(Wnxn) – g( �x)

∥∥ + μn
∥∥θg( �x) – A �x

∥∥

+ δn� xn – �x� +
(
(1 – δn)I – μnθ

)
� xn – �x�

� μnθτ � xn – �x� + μn
∥∥θg( �x) – A �x

∥∥ + (1 – μnθ )� xn – �x�

�
(
1 – μn(θ – θτ )

)
� xn – �x� + μn

∥∥θg( �x) – A �x
∥∥

� max
{

� xn – �x� ,
� θg( �x) – A �x�

θ – θτ

}
, n 	 1. (3.12)
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Using induction, we get

� xn+1 – �x� � max
{

� x1 – �x� ,
� θg( �x) – A �x�

θ – θτ

}
.

Thus, {xn} is bounded and hence {un}, {Wun}, and {g(Wnxn)}.
Step 2. We show that limn�� � xn+1 – xn� = 0, limn�� � xn – Wnun� = 0, limn�� � vn –

xn� = 0, and limn�� � vn – un� = 0.
Since JM1

ρ1 [I + ηB� (Q – I)B] is nonexpansive, therefore

� vn+1 – vn� =
∥∥JM1

ρ1

[
I + ηB� (Q – I)B

]
xn+1 – JM1

ρ1

[
I + ηB� (Q – I)B

]
xn

∥∥

� � xn+1 – xn� . (3.13)

Using (3.13), we estimate

� un+1 – un� =
∥∥PC(I – σn+1A)vn+1 – PC(I – σnS)vn

∥∥

�
∥∥(I – σn+1A)vn+1 – (I – σnA)vn

∥∥

=
∥∥(I – σn+1A)vn+1 – (I – σn+1A)vn + (σn – σn+1)Avn

∥∥

� � vn+1 – vn� + |σn – σn+1|� Avn�

� � xn+1 – xn� + |σn – σn+1|� Avn�

� � xn+1 – xn� + N1|σn – σn+1|, (3.14)

where N1 = supn	 1 � Avn� .
For i � 1, 2, . . . ,n, Si and Vn,i are nonexpansive, therefore from (1.10) we obtain

� Wn+1un – Wnun� = � λ1S1Vn+1,2un – λ1S1Vn,2un�

� λ1� Vn+1,2un – Vn,2un�

� λ1� λ2S2Vn+1,3un – λ2S2Vn,3un�

� λ1λ2� Vn+1,3un – Vn,3un�

...

� λ1λ2...λn� Vn+1,n+1un – Vn,n+1un�

� N2

n∏

i=1

λi, (3.15)

where N2 	 0 with � Vn+1,n+1un – Vn,n+1un� � N2, � n 	 1.
Setting xn+1 = (1 – δn)sn + δnxn, then we have sn = xn+1–δnxn

1–δn
and

sn+1 – sn =
μn+1θg(Wn+1xn+1) + ((1 – δn+1)I – μn+1A)Wn+1un+1

1 – δn+1

–
μnθg(Wnxn) + ((1 – δn)I – μnA)Wnun

1 – δn
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=
(

μn+1

1 – δn+1

)(
θg(Wn+1xn+1) – AWn+1un+1

)

+
(

μn

1 – δn

)(
AWnun – θg(Wnxn)

)
+ Wn+1un+1 – Wnyn

=
(

μn+1

1 – δn+1

)(
θg(Wn+1xn+1) – AWn+1un+1

)

+
(

μn

1 – δn

)(
AWnun – θg(Wnxn)

)

+ Wn+1un+1 – Wn+1un + Wn+1un – Wnun. (3.16)

Hence,

� sn+1 – sn� �
μn+1

1 – δn+1

(∥∥θg(Wn+1xn+1)
∥∥ + � AWn+1un+1�

)

+
μn

1 – δn

(
� AWnun� +

∥∥θg(Wnxn)
∥∥)

+ � Wn+1un+1 – Wn+1un� + � Wn+1un – Wnun�

�
μn+1

1 – δn+1
N3 +

μn

1 – δn
N4

+ � un+1 – un� + � Wn+1un – Wnun� , (3.17)

where N3 = supn	 1(� θg(Wn+1xn+1)� + � AWn+1un+1� ) and N4 = supn	 1(� AWnun� +
� θg(Wnxn)� ).

Using (3.14) and (3.15) in the above inequality

� sn+1 – sn� �
μn+1

1 – δn+1
N3 +

μn

1 – δn
N4 + � xn+1 – xn�

+ N1|σn – σn+1| + N2

n∏

i=1

λi, (3.18)

and thus

� sn+1 – sn� – � xn+1 – xn� �
μn+1

1 – δn+1
N3 +

μn

1 – δn
N4

+ N1|σn – σn+1| + N2

n∏

i=1

λi. (3.19)

Using the given conditions in the above inequality, we have

limsup
n��

(
� sn+1 – sn� – � xn+1 – xn�

)
� 0.

By Lemma 2.4, we get

lim
n��

� sn – xn� = 0. (3.20)

As xn+1 = (1 – δn)sn + δnxn therefore

� xn+1 – xn� =
∥∥(1 – δn)(sn – xn)

∥∥,
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which yields

lim
n��

� xn+1 – xn� = 0. (3.21)

Now,

� xn – Wnun� = � xn – xn+1 + xn+1 – Wnun�

� � xn+1 – xn� +
∥∥μnθg(Wnxn) + δnxn

+
(
(1 – δn)I – μnA

)
Wnun – Wnun

∥∥

= � xn+1 – xn� +
∥∥μn

(
θg(Wnxn) – AWnun

)∥∥

+
(
(1 – δn)I – μnA

)
(Wnun – Wnun) + δn(xn – Wnun)

� � xn+1 – xn� + μn
∥∥θg(Wnxn) – AWnun

∥∥

+ βn� xn – Wnun� . (3.22)

Hence,

(1 – δn)� xn – Wnun� � � xn+1 – xn� + μn
∥∥θg(Wnxn) – AWnun

∥∥.

Using the given conditions and (3.21) in (3.22), we get

lim
n��

� xn – Wnun� = 0. (3.23)

By (3.8) and (3.11), we compute

� xn+1 – �x� 2 =
∥∥μn

(
θg(Wnxn) – A �x

)
+ δn(xn – Wnun) + (1 – μnA)(Wnun – �x)

∥∥2

�
∥∥(1 – μnA)(Wnun – �x) + δn(xn – Wnun)

∥∥2

+ 2
〈
μnθg(Wnxn) – A �x,xn+1 – �x

〉

�
[∥∥(1 – μnA)(Wnun – �x)

∥∥ + δn� xn – Wnun�
]2

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

�
[
(1 – μnθ̄ )� un – �x� + δn� xn – Wnun�

]2

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

= (1 – μnθ̄ )2� un – �x� 2 + δ2
n� xn – Wnun� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

� (1 – μnθ̄ )2[� xn – �x� 2 + η(εη – 1)
∥∥(Q – I)Bxn

∥∥2]

+ δ2
n� xn – Wnun� 2 + 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

=
(
1 – 2μnθ̄ + (μnθ̄ )2)� xn – �x� 2 + (1 – μnθ̄ )2η(εη – 1)

∥∥(Q – I)Bxn
∥∥2
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+ δ2
n� xn – Wnun� 2 + 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

� � xn – �x� 2 + (μnθ̄ )2)� xn – �x� 2 + (1 – μnθ̄ )2η(εη – 1)
∥∥(Q – I)Bxn

∥∥2

+ δ2
n� xn – Wnun� 2 + 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉
. (3.24)

Therefore,

(1 – μnθ̄ )2η(1 – εη)
∥∥(Q – I)Bxn

∥∥2
� � xn – �x� 2 – � xn+1 – �x� 2

+ δ2
n� xn – Wnun� 2 + μnθ̄

2� xn – �x� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

�
(
� xn – �x� + � xn+1 – �x�

)
� xn – xn+1�

+ δ2
n� xn – Wnun� 2 + μnθ̄

2� xn – �x� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
(
θ
∥∥g(Wnxn)

∥∥

+ � A �x�
)
� xn+1 – �x� . (3.25)

Since η(1 – εη) > 0, limn�� μn = 0 and {xn}, {un} are bounded, and using (3.21) and (3.23),
we have

lim
n��

∥∥(Q – I)Bxn
∥∥2 = 0. (3.26)

Next, we calculate

� vn – �x� 2 =
∥
∥JM1

ρ1

(
xn + ηB� (Q – I)Bxn

)
– �x

∥∥2

�
∥∥JM1

ρ1

(
xn + ηB� (Q – I)Bxn

)
– JM1

ρ1
�x
∥∥2

�
〈
vn – �x,xn + ηB� (Q – I)Bxn – �x

〉

=
1
2
{
� vn – �x� 2 +

∥∥xn + ηB� (Q – I)Bxn – �x
∥∥2 –

∥∥(vn – �x)

–
[
xn + ηB� (Q – I)Bxn – �x

]∥∥2}

=
1
2
{
� vn – �x� 2 + � xn – �x� 2 –

∥∥vn – xn – ηB� (Q – I)Bxn
∥∥2}

=
1
2
{
� vn – �x� 2 + � xn – �x� 2 –

[
� vn – xn� 2 + η2∥∥B� (Q – I)Bxn

∥∥2

– 2η
〈
vn – xn,B� (Q – I)Bxn

〉]}
.

Hence, we obtain

� vn – �x� 2 � � xn – �x� 2 – � vn – xn� 2 + 2η
∥∥B(vn – xn)

∥∥∥∥(Q – I)Bxn
∥∥. (3.27)
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By (3.11) and (3.24), we obtain

� xn+1 – �x� 2 � (1 – μnθ̄ )2� un – �x� 2 + δ2
n� xn – Wnun� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

� (1 – μnθ̄ )2[� xn – �x� 2 – � vn – xn� 2

+ 2η
∥∥A(un – xn)

∥∥∥∥(Q – I)Bxn
∥∥]

+ δ2
n� xn – Wnun� 2 + 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

� � xn – �x� 2 + (μnθ̄ )2� xn – �x� 2

– 2μnθ̄ � xn – �x� 2 – (1 – μnθ̄ )2� vn – xn� 2

+ 2(1 – μnθ̄ )2η
∥∥A(un – xn)

∥∥∥∥(Q – I)Bxn
∥∥ + δ2

n� xn – Wnun� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉
. (3.28)

Hence,

(1 – μnθ̄ )2� vn – xn� 2 � � xn – �x� 2 – � xn+1 – �x� 2

+ (μnθ̄ )2� xn – �x� 2 – 2μnθ̄ � xn – �x� 2

+ 2(1 – μnθ̄ )2η
∥∥A(un – xn)

∥∥∥∥(Q – I)Bxn
∥∥

+ δ2
n� xn – Wnun� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉

�
(
� xn – �x� + � xn+1 – �x�

)
� xn – xn+1�

+ (μnθ̄ )2� xn – �x� 2 – 2μnθ̄ � xn – �x� 2

+ 2(1 – μnθ̄ )2η
∥∥A(un – xn)

∥∥∥∥(Q – I)Bxn
∥∥

+ δ2
n� xn – Wnun� 2

+ 2(1 – μnθ̄ )δn� un – �x�� xn – Wnun�

+ 2μn
(
θ
∥∥g(Wnxn)

∥∥ + � A �x�
)
� xn+1 – �x� . (3.29)

As {xn}, {un} are bounded, and using (3.21), (3.23), (3.26) and the given conditions, we
have

lim
n��

� vn – xn� = 0. (3.30)

Next, we prove that limn�� � vn – un� = 0.
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We estimate

� xn+1 – �x� 2 =
∥∥μnθg(Wnxn) + δnxn +

(
(1 – δn)I – μnA

)
Wnun – �x

∥∥2

=
∥∥(1 – δn)(Wnun – �x) + δn(xn – �x) + μn

(
θg(Wnxn) – AWnun

)∥∥2

� (1 – δn)� Wnun – �x� 2 + δn� xn – �x� 2 + 2μn�κn,xn+1 – �x�

� (1 – δn)� Wnun – �x� 2 + δn� xn – �x� 2 + 2ω2μn

� (1 – δn)� un – �x� 2 + δn� xn – �x� 2 + 2ω2μn. (3.31)

In the above inequality we set κn = θg(Wnxn) –AWnun, and let ω > 0 be a suitable constant
with ω 	 supn{� κn� , � xn – �x�} . Thus,

� xn+1 – �x� 2 � (1 – δn)� un – �x� 2 + δn� xn – �x� 2 + 2ω2μn

� (1 – δn)
{∥∥PC1 (vn – σnDvn) – PC1 ( �x – σnD �x)

∥∥2}

+ δn� xn – �x� 2 + 2ω2μn

� (1 – δn)
{
� vn – �x� 2 + σn(σn – 2γ )� Dvn – D �x� 2}

+ δn� xn – �x� 2 + 2ω2μn

� (1 – δn)
{
� xn – �x� 2 + σn(σn – 2γ )� Dvn – D �x� 2}

+ δn� xn – �x� 2 + 2ω2μn

� (1 – δn)σn(σn – 2ω)� Dvn – D �x� 2

+ � xn – �x� 2 + 2ω2μn, (3.32)

which implies

(1 – δn)σn(2ω – σn)� Dvn – D �x� 2 � � xn – �x� 2 – � xn+1 – �x� 2 + 2ω2μn

�
(
� xn – �x� + � xn+1 – �x�

)
� xn – xn+1� + 2ω2μn.

By (3.21) and the given conditions, we get

lim
n��

� Dvn – D �x� = 0. (3.33)

From (2.7), we compute

� un – �x� 2 =
∥∥PC1 (vn – σnDvn) – PC1 ( �x – σnD �x)

∥∥2

�
〈
un – �x, (vn – σnDvn) – ( �x – σnD �x)

〉

�
1
2
{
� un – �x� 2 +

∥∥(vn – σnDvn)

– ( �x – σnD �x)
∥∥2 –

∥∥(un – vn) + σn(Dvn – D �x)
∥∥2}

�
1
2
{
� un – �x� 2 + � vn – �x� 2 –

∥∥(un – vn) + σn(Dvn – D �x)
∥∥2}

� � vn – �x� 2 – � un – vn� 2 – σ 2
n � Dvn – D �x� 2
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+ 2σn�un – vn,Dun – D �x�

� � vn – �x� 2 – � un – vn� 2 + 2σn� un – vn�� Dvn – D �x�

� � xn – �x� 2 – � un – vn� 2 + 2σn� un – vn�� Dvn – D �x� .

By (3.32), we obtain

� xn+1 – �x� 2 � (1 – δn)� un – �x� 2 + δn� xn – �x� 2 + 2ω2μn

� (1 – δn)
{
� xn – �x� 2 – � un – vn� 2

+ 2σn� un – vn�� Dvn – D �x�
}

+ δn� xn – �x� 2 + 2ω2μn,

which implies

(1 – δn)� un – vn� 2 � � xn – �x� 2 – � xn+1 – �x� 2

+ 2(1 – δn)σn� un – vn�� Dvn – D �x� + 2ω2μn

�
(
� xn – �x� + � xn+1 – �x�

)
� xn – xn+1�

+ 2(1 – δn)σn� un – vn�� Dvn – D �x� + 2ω2μn.

Using (3.21), (3.33) and the given conditions, we get

lim
n��

� un – vn� = 0. (3.34)

By (3.23), (3.30), and (3.34), we get

lim
n��

� Wnun – un� = 0. (3.35)

By Lemma 2.11, we have limn�� � Wun – Wnun� = 0. Thus,

lim
n��

� Wun – un� = 0. (3.36)

Step 3. We claim that �x � 
.
Since {xn} is bounded, therefore consider �x � H1 to be any weak cluster point of {xn}.

Hence, there exists a subsequence {xnj } of {xn} with xn ⇀ �x. By Lemma 2.7 and (3.35), we
have �x �

⋂�
i=1 Fix(Si). And vnj = JM1

ρ1 [xnj + ηB� (Q – I)Bxnj ] can be rewritten as

(xnj – vnj ) + B� (Q – I)Bxnj
ρ1

� M1vnj . (3.37)

Taking j � � in (3.37) and by (3.26), (3.30) and the concept of the graph of a maxi-
mal monotone mapping, we get 0 � M1 �x, that is, �x � Sol(MVIP(1.6)). Furthermore, since
{xn} and {vn} have the same asymptotical behavior, Bxnj ⇀ B �x. As Q is nonexpansive, by
(3.26)and Lemma 2.7, we get (I – Q)B �x = 0. Hence, by Lemma 2.3, 0 � f (B �x) + M1B �x, that
is, B �x � Sol(MVIP(1.7)). Thus, �x � �.



Alansari et al. Advances in Difference Equations        (2020) 2020:485 Page 16 of 21

Next, we prove �x � Sol(VIP(1.1)). Since limn�� � vn – un� = 0 and limn�� � vn – xn� = 0,
there exist subsequences {vni } and {uni } of {vn} and {un}, respectively, such that vni ⇀ �x
and uni ⇀ �x.

Define the mapping M as

M(z1) =

⎧
⎨

⎩
D(z1) + NC1 (z1), if z1 � C1,

� , if z1 /� C1,
(3.38)

where NC1 (z1) := {z2 � H1 : �z1 – y, z2� 	 0, � y � C1} is the normal cone to C1 at z1 �

H1. Thus, M is a maximal monotone mapping, and hence 0 � Mz1 if and only if z1 �

Sol(VIP(1.1)). Let (z1, z2) � graph(M). Then we have z2 � Mz1 = Dz1 + NC1 (z1), and hence
z2 –Dz1 � NC1 (z1). So, we have �z1 – y, z2 –Dz1� 	 0 for all y � C1. On the other hand, from
un = PC1 (vn – σnDvn) and z1 � C1, we have

〈
(vn – σnDvn) – un,un – z1

〉
	 0.

This implies that

〈
z1 – un,

un – vn
σn

+ Dvn
〉

	 0.

Since �z1 – y, z2 – Dz1� 	 0, for all y � C1 and uni � C1, using the monotonicity of D, we
have

�z1 – uni , z2� 	 � z1 – uni ,Dz1�

	 � z1 – uni ,Dz1� –
〈
z1 – uni ,

uni – vni
σn

+ Duni

〉

= �z1 – uni ,Dz1 – Duni � + �z1 – uni ,Duni – Dvni �

–
〈
z1 – uni ,

uni – vni
σn

〉

	 � z1 – uni ,Duni – Dvni � –
〈
z1 – uni ,

uni – vni
σn

〉
.

Since D is continuous, on taking limit i � � , we have �z1 – �x, z2� 	 0. Since M is maximal
monotone, we have �x � M

–1(0) and hence �x � Sol(VIP(1.1)). Thus, �x � 
.
Step 4. Finally, we prove that limsupn�� � (θg –A)z,xn – z� � 0, where z = P
(I –A+ θg)z

and xn � �x.
By (2.3) and (3.23), we obtain

lim sup
n��

〈
(θg – A)z,xn – z

〉
= lim sup

n��

〈
(θg – A)z,Wnun – z

〉

� lim sup
i��

〈
(θg – A)z,Wnuni – z

〉

=
〈
(θg – A)z, �x – z

〉

� 0. (3.39)
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Using (3.9) and (3.11), we calculate

� xn+1 – �x� 2 =
〈
μn

(
θg(Wnxn) – A �x

)

+ δn(xn – �x) +
(
(1 – δn)I – μnA

)
(Wnun – �x),xn+1 – �x

〉

= μn
〈
θg(Wnxn) – A �x,xn+1 – �x

〉
+ δn�xn – �x,xn+1 – �x�

+
〈(

(1 – δn)I – μnA
)
(Wnun – �x),xn+1 – �x

〉

� μn
(
θ
〈
g(Wnxn) – g( �x),xn+1 – �x

〉
+

〈
θg( �x) – A �x,xn+1 – �x

〉)

+ δn� xn – �x�� xn+1 – �x�

+
∥∥(1 – δn)I – μnA

∥∥� Wnun – �x�� xn+1 – �x�

� μnτθ � xn – �x�� xn+1 – �x� + μn
〈
θg( �x) – A �x,xn+1 – �x

〉

+ δn� xn – �x�� xn+1 – �x� + (1 – δn – μnθ̄ )� un – �x�� xn+1 – �x�

� μnτθ � xn – �x�� xn+1 – �x� + μn
〈
θg( �x) – A �x,xn+1 – �x

〉

+ δn� xn – �x�� xn+1 – �x� + (1 – δn – μnθ̄ )� xn – �x�� xn+1 – �x�

=
[
1 – μn(θ̄ – θτ )

]
� xn – �x�� xn+1 – �x� + μn

〈
θg( �x) – A �x,xn+1 – �x

〉

�
1 – μn(θ̄ – θτ )

2
(
� xn – �x� 2 + � xn+1 – �x� 2)

+ μn
〈
θg( �x) – A �x,xn+1 – �x

〉

�
1 – μn(θ̄ – θτ )

2
� xn – �x� 2 +

1
2

� xn+1 – �x� 2

+ μn
〈
θg( �x) – A �x,xn+1 – �x

〉
, (3.40)

which yields that

� xn+1 – �x� 2 �
[
1 – μn(θ̄ – θτ )

]
� xn – �x� 2

+ 2μn(
〈
θg( �x) – A �x,xn+1 – �x

〉

=
[
1 – μn(θ̄ – θτ )

]
� xn – �x� 2 + 2μn

〈
θg( �x) – A �x,xn+1 – �x

〉
. (3.41)

Thus, by (3.39), (3.41), Lemma 2.6 and using limn�� μn = 0, we get xn � �x, where �x =
P
(I + θg – A). �

Now, we list the following consequences from Theorem 3.1.

Corollary 3.1 Let H1 and H2 denote the Hilbert spaces and C1 
 H1 be a nonempty closed
convex subset of Hilbert space H1. Let D : C1 � H1 be a γ – inverse strongly monotone
mapping,B : H1 � H2 be a bounded linear operatorwith its adjoint operator B� ,M1 : C1 �

2H1 , andM2 : H2 � 2H2 bemulti-valuedmaximalmonotone operators and f : H2 � H2 be
an α-inverse strongly monotone mapping. Let g : C1 � C1 be a contraction mapping with
constant τ � (0, 1), A be a strongly positive bounded linear self-adjoint operator on C1 with
constant θ̄ > 0 such that 0 < θ < θ̄

τ
< θ + 1

τ
, and S : C1 � C1 be a nonexpansive mapping
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such that 
 := � � Sol(VIP(1.1)) � Fix(S)) �= � . Let {xn} be a sequence generated as follows:

x1 � C1,
vn = JM1

ρ1 [xn + ηB� (Q – I)Bxn],
un = PC1 (vn – σnDvn),
xn+1 = μnθg(Sxn) + δnxn + ((1 – δn)I – μnA)Sun,

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3.42)

where Q = J f ,M2
ρ2 (I – ρ2f ), {μn}, {δn} 
 (0, 1), and η � (0, 1

ε
), ε is the spectral radius of B� B.

Let the control sequences satisfy the following conditions:
(i) limn�� μn = 0,

∑�
n=1 μn = � ;

(ii) ρ1 > 0, 0 < ρ2 < 2α;
(iii) 0 < lim infn�� δn � limsupn�� δn < 1;
(iv) 0 < lim infn�� σn � limsupn�� σn < 2γ ;

∑�
n=1 |σn+1 – σn| < � .

Then the sequence {xn} converges strongly to some �x � 
, where �x = P
(θg + (I –A)) �x, which
solves

〈
(A – θg) �x, v – �x

〉
	 0, � v � 
. (3.43)

Corollary 3.2 Let H1 and H2 denote the Hilbert spaces and C1 
 H1 be a nonempty closed
convex subset of Hilbert space H1. Let D : C1 � H1 be a γ – inverse strongly monotone
mapping,B : H1 � H2 be a bounded linear operatorwith its adjoint operator B� ,M1 : C1 �

2H1 , andM2 : H2 � 2H2 be multi-valued maximal monotone operators. Let g : C1 � C1 be
a contractionmapping with constant τ � (0, 1), A be a strongly positive bounded linear self-
adjoint operator on C1 with constant θ̄ > 0 such that 0 < θ < θ̄

τ
< θ + 1

τ
, and S : C1 � C1 be a

nonexpansivemapping such that
 := Sol(SPNPP(1.4)–(1.5)) � Sol(VIP(1.1)) � Fix(S)) �= � .
Let {xn} be a sequence generated as follows:

x1 � C1,
vn = JM1

ρ1 [xn + ηB� (JM2
ρ2 – I)Bxn],

un = PC1 (vn – σnDvn),
xn+1 = μnθg(Sxn) + δnxn + ((1 – δn)I – μnA)Sun,

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3.44)

where {μn}, {δn} 
 (0, 1) and η � (0, 1
ε

), ε is the spectral radius of B� B. Let the control se-
quences satisfy the following conditions:

(i) limn�� μn = 0,
∑�

n=1 μn = � ;
(ii) 0 < lim infn�� δn � limsupn�� δn < 1;
(iii) 0 < lim infn�� σn � limsupn�� σn < 2γ ;

∑�
n=1 |σn+1 – σn| < � .

Then the sequence {xn} converges strongly to some �x � 
, where �x = P
(θg + (I –A)) �x, which
solves

〈
(A – θg) �x, v – �x

〉
	 0, � v � 
. (3.45)

4 Numerical example
Example 4.1 Let H1 = H2 = R, the set of all real numbers, with the inner product defined
by �x, y� = xy, � x, y � R, and the induced usual norm | · |. Let C1 = [0, � ); let the mapping
f : R � R be defined by f (y) = y+ 6, � y � H2; let M1 : C1 � 2R, M2 : R � 2R be defined by



Alansari et al. Advances in Difference Equations        (2020) 2020:485 Page 19 of 21

M1(x) = {3x – 2}, � x � C1 and M2(y) = {3y}, � y � R; let the mapping B : R � R be defined
by B(x) = – 9

4x, � x � R; let the mappings {Si}�
i=1 : C1 � C1 be defined by Six = x+2i

1+3i for each
i � N, let the mapping D : C1 � R be defined by Dx = 3x – 2, � x � C1; let the mapping
g : C1 � C1 be defined by g(x) = x

5 , � x � C1 and Ax = x
2 with θ = 1

10 . Setting {μn} = { 1
10n },

{δn} = { 1
2n2 }, {σn} = 1

4 , and {λn} = { 1
3n2 }, � n 	 1. Let Wn be the W-mapping generated by

S1,S2, . . . , and λ1,λ2, . . . which is defined by (1.10). Then there are sequences {xn}, {un},
and {vn} as follows: Given x1,

tn = QBxn = J f ,M2
ρ2 (I – ρ2f )Bxn

yn = xn + ηB� (tn – Bxn)
vn = JM1

ρ1 yn
un = PC1 (vn – σnDvn),
xn+1 = μnθg(Wnxn) + δnxn + ((1 – δn)I – μnA)Wnun.

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(4.1)

Then {xn} converges to �x = { 2
3 } � 
.

Proof Obviously, B is a bounded linear operator on R with adjoint B� and � B� = � B� � = 9
4 ,

and hence η � (0, 16
81 ). Therefore, we choose η = 0.1. Further, f is 1-ism, ρ1 = 1

4 > 0 and thus
ρ2 
 (0, 2), so we take ρ2 = 1

4 . For each i, Si is nonexpansive with Fix(Si) = { 2
3 }. Further, D is

3-ism and Sol(VIP(1.1)) = { 2
3 }. Furthermore, Sol(MVIP(1.6)) = { 2

3 } and Sol(MVIP(1.7)) =
{– 3

2 }, and thus � = { 2
3 � C1 : 2

3 � Sol(MVIP(1.6)) : B( 2
3 ) � Sol(MVIP(1.7))} = { 2

3 }. There-
fore, 
 := � � Sol(VIP(1.1)) � (

⋂�
i=1 Fix(Si)) �= � . Simplify(4.1)as follows: Given x1,

tn =
–27xn – 24

28
; yn =

79xn – 36tn
160

;

vn =
4
7
yn +

2
7

;

un = PC1 (vn – σnDvn);

=

⎧
⎪⎪⎨

⎪⎪⎩

0, if x < 0,

1, if x > 1,
vn+2

4 otherwise;

Wn = xn;

Step 1 :

i = 1;

Wn =
(

1
3n2

)
(Wn + 2i)

1 + 3i
+

(
1 –

1
3n2

)
xn;

i = i + 1;

if (i � N) go to Step 1;

W
�
n = un;

Step 1� :

i = 1;
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Figure 1 Convergence of {xn}

Figure 2 Convergence of � Wnx �Wx�

W
�
n =

(
1

3n2

)
(W�

n + 2i)
1 + 3i

+
(

1 –
1

3n2

)
un;

i = i + 1;

if (i � N) go to Step 1�;

xn+1 = μnθ
Wnxn

5
+ δnxn +

(
(1 – δn)I – μnA

)
W

�
nun,

Finally, by the software Matlab 7.8.0, we obtain the Figures 1 and 2 which show that {xn}
converges to �x = 2

3 as n � +� , and limn�� � Wnx – Wx� = 0 for each x � C1.
�
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