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Abstract
This paper deals with the existence of positive ω-periodic solutions for nth-order
ordinary differential equation with delays in Banach space E of the form

Lnu(t) = f (t,u(t – τ1), . . . ,u(t – τm)), t ∈R,

where Lnu(t) = u(n)(t) +
∑n–1

i=0 aiu
(i)(t) is the nth-order linear differential operator, ai ∈R

(i = 0, 1, . . . ,n – 1) are constants, f :R× Em → E is a continuous function which is
ω-periodic with respect to t, and τi > 0 (i = 1, 2, . . . ,m) are constants which denote the
time delays. We first prove the existence of ω-periodic solutions of the corresponding
linear problem. Then the strong positivity estimation is established. Finally, two
existence theorems of positive ω-periodic solutions are proved. Our discussion is
based on the theory of fixed point index in cones.
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1 Introduction
In recent years, the existence of periodic solutions for differential equations has been stud-
ied by many authors. But in some practice models, only positive periodic solutions are
more important. For second-order differential equations without delay, the existence of
positive periodic solutions has been discussed extensively, see [1, 5, 10–12] and the refer-
ences therein. In [2], Chu and Zhou considered the periodic solutions for the third-order
differential equation

u′′′(t) + ρ3u(t) = f
(
t, u(t)

)
, t ∈ [0, 2π ],

where ρ ∈ (0, 1√
3 ) is a constant and f ∈ C([0, 2π ] × (0,∞), [0, +∞)). By using the Kras-

noselskii fixed point theorem in cones, they proved the existence of positive 2π-periodic
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solutions. In [4], Feng studied the third-order differential equation

u′′′(t) + δu′′(t) + �u′(t) = f
(
t, u(t)

)
, t ∈ [0, 2π ],

where δ and � are positive constants. By utilizing the Guo–Krasnoselskii fixed point the-
orem in cones, he established some existence and multiplicity results of positive 2π-
periodic solutions. For the more general case, in [7], Li proved some existence theorems
of positive 2π-periodic solutions for the high-order differential equation

Lnu(t) = f
(
t, u(t)

)
, t ∈R,

where Lnu(t) = u(n)(t) +
∑n–1

i=0 aiu(i)(t) is the nth-order linear differential operator, ai ∈ R

(i = 0, 1, . . . , n – 1) are constants. However, in these works, the authors did not consider
the effect of the delay in the equation. Recently, Li [8] discussed the existence of positive
ω-periodic solutions of the second-order differential equation with delays of the form

–u′′(t) + a(t)u(t) = f
(
t, u(t – τ1), . . . , u(t – τm)

)
, t ∈ R,

where a ∈ C(R, (0,∞)) is an ω-periodic function, f : R× [0,∞)m → [0,∞) is a continuous
function that is ω-periodic with respect to t, and τ1, τ2, . . . , τm are positive constants. The
results obtained in [8] can deal with the case of second-order differential equations, but
for high-order differential equations, for example,

Lnu(t) =
1
2

u2(t – τ1) +
1
4

u2(t – τ2) +
1
8

u2(t – τ3), t ∈ R,

the results of [8] are not valid.
Motivated by the papers mentioned above, we consider the existence of positive ω-

periodic solutions for the nth-order nonlinear ordinary differential equations in Banach
space E

Lnu(t) = f
(
t, u(t – τ1), . . . , u(t – τm)

)
, t ∈R, (1.1)

where f : R × Em → E is a continuous function that is ω-periodic with respect to t, and
τ1, τ2, . . . , τm are positive constants which denote the time delays.

The main features and crucial technique of the present paper are summarized as fol-
lows:

(i) In this paper, we discuss the effect of multiple delays in the high-order ordinary
differential equation in abstract Banach spaces, which has seldom been studied
before.

(ii) Since the integral operator Q is not compact in abstract Banach spaces, the fixed
theorems of completely continuous mapping are not valid for this problem. In
order to overcome this difficulty, we provide a measure of non-compactness
condition (R1) on nonlinear term f , which is much weaker than some existing
results. And we prove that the operator Q is a condensing mapping, see Lemma 2.7.

(iii) By utilizing the perturbation method, we obtain the existence of positive
ω-periodic solution of the linear differential equation corresponding to Eq. (1.1).
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Then the strong positivity estimation of the operator T is established by using the
positivity of Gn(t, s) and Tn, see Lemma 2.3.

(iv) In our main results Theorem 3.1 and Theorem 3.2, we provide some order
conditions on nonlinearity f to guarantee the existence of positive ω-periodic
solutions of Eq. (1.1), which are much easier to verify in application.

The rest of this paper is organized as follows. In Sect. 2, we introduce some preliminaries
and prove the existence of positive solutions of the corresponding linear problem. The
main results of this paper are presented in Sect. 3. Some remarks are given to show the
superiority of this work.

2 Preliminaries
Let I = [0,ω], C(I,R) be the Banach space of all continuous functions furnished with the
norm ‖u‖C = maxt∈I |u(t)|. For ∀h ∈ C(I,R), we first consider the linear boundary value
problem (LBVP)

⎧
⎪⎨

⎪⎩

Lnu(t) = 0, t ∈ I,
u(i)(0) = u(i)(ω), i = 0, 1, . . . , n – 2,
u(n–1)(0) – u(n–1)(ω) = 1.

(2.1)

Denote by Pn(λ) the characteristic polynomial of Ln:

Pn(λ) = λn + an–1λ
n–1 + · · · + a0.

Let N (Pn(λ)) = {λ ∈ C : Pn(λ) = 0}, where C denotes the complex plane. By Lemma 3 of
[7], we get the following lemma.

Lemma 2.1 Let Pn(λ), the characteristic polynomial of Ln, satisfy
(P) N (Pn(λ)) ⊂ {z ∈C : | Im z| < π

ω
}.

Then, if a0 > 0, LBVP(2.1) has a unique solution rn(t) > 0 for any t ∈ I .

Let E be a Banach space whose positive cone K is normal. Denote by Cω(R, E) the Ba-
nach space of all E-valued ω-periodic continuous functions on R endowed with the norm
‖u‖C = maxt∈I ‖u(t)‖. Let KC = Cω(R, K) be the normal cone of Cω(R, E).

Definition 2.1 A function u ∈ Cn
ω(R, E) is called a positive ω-periodic solution of Eq. (1.1)

if u(t) > 0 for any t ∈R and u(t) satisfies Eq. (1.1).

Lemma 2.2 Let assumption (P) hold and a0 > 0. Then, for ∀h ∈ Cω(R, E), the linear equa-
tion

Lnu(t) = h(t), t ∈R (2.2)

has a unique ω-periodic solution given by

u(t) =
∫ t

t–ω

Gn(t, s)h(s) ds := (Tnh)(t), t ∈R, (2.3)
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where

Gn(t, s) =

{
rn(t – s), 0 ≤ s ≤ t ≤ ω,
rn(ω + t – s), 0 ≤ t < s ≤ ω,

where rn(t) ∈ C∞(I,R) is the unique solution of LBVP(2.1), and Tn : Cω(R, E) → Cω(R, E)
is a positive and bounded linear operator, whose norm satisfies ‖Tn‖ = 1

a0
.

Proof From Lemma 2.1, if assumption (P) holds and a0 > 0, LBVP(2.1) has a unique so-
lution rn(t) > 0 for any t ∈ I . By Lemma 1 of [7], the linear periodic boundary value prob-
lem(LPBVP)

{
Lnu(t) = h(t), t ∈ I,
u(i)(0) = u(i)(ω)

(2.4)

has a unique solution u ∈ Cn(I, E), which is given by the expression

u(t) =
∫ ω

0
Gn(t, s)h(s) ds.

Since the ω-extension of the solution of LPBVP(2.4) is the ω-periodic solution of linear
equation (2.2). Inversely, the ω-periodic solution of linear equation (2.2) restricted to [0,ω]
is the solution of LPBVP(2.4). Hence, for ∀h ∈ Cω(R, E), linear equation (2.2) has a unique
ω-periodic solution, which is given by (2.3).

Clearly, Tn : Cω(R, E) → Cn
ω(R, E) ↪→ Cω(R, E) is a positive operator. It remains to prove

that Tn is bounded and ‖Tn‖ = 1
a0

. On the one hand, for ∀h ∈ Cω(R, E), the inequality

∥
∥Tnh(t)

∥
∥ =

∥
∥
∥
∥

∫ t

t–ω

Gn(t, s)h(s) ds
∥
∥
∥
∥ ≤ 1

a0
‖h‖C

implies ‖Tn‖ ≤ 1
a0

. This means that Tn is bounded.
On the other hand, let h0(t) ≡ 1 for all t ∈R. Then h0 ∈ Cω(R, E) and ‖h0‖C = 1. So,

∥
∥Tnh0(t)

∥
∥ =

∥
∥
∥
∥

∫ t

t–ω

Gn(t, s)h0(s) ds
∥
∥
∥
∥

=
∥
∥
∥
∥

∫ ω

0
Gn(t, s) ds

∥
∥
∥
∥‖h0‖C

=
1
a0

‖h0‖C .

Therefore, ‖Tn‖ = 1
a0

. �

In order to prove the existence of positive ω-periodic solutions of Eq. (1.1), for ∀h ∈
Cω(R, E), we consider the linear differential equation with delay of the form

Lnu(t) + ρu(t – τ ) = h(t), t ∈R, (2.5)

where ρ ≥ 0 is a constant.
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If rn(t) > 0 for t ∈ I , let mn = mint∈I rn(t) and Mn = maxt∈I rn(t). Then 0 < mn ≤ rn(t) ≤
Mn. By Lemmas 2.1 and 2.2, we obtain the following lemma.

Lemma 2.3 Assume that (P) holds and 0 ≤ ρ < γ a0, where γ = mn
Mn

. Then, for ∀h ∈
Cω(R, E), linear delayed differential equation (2.5) has a unique ω-periodic solution u :=
Th ∈ Cω(R, E), and T : Cω(R, E) → Cω(R, E) is a linear bounded operator satisfying ‖T‖ ≤

1
a0–ρ

. If h ∈ Cω(R, K), then T : Cω(R, K) → Cω(R, K) is a positive linear bounded operator
satisfying the strong positivity estimate

(Th)(t) ≥ γ (Th)(s), ∀t, s ∈R.

Proof By Lemma 2.2, the ω-periodic solution of Eq. (2.5) is expressed by

u(t) =
∫ t

t–ω

Gn(t, s)
[
h(s) – ρu(s – τ )

]
ds, t ∈R. (2.6)

Define an operator B by

Bu(t) = ρu(t – τ ), t ∈R. (2.7)

Then B : Cω(R, E) → Cω(R, E) is a linear bounded operator with ‖B‖ ≤ ρ . Hence, by (2.6)
and (2.7), we have

(I + TnB)u(t) = Tnh(t), t ∈R. (2.8)

Since ‖TnB‖ ≤ ‖Tn‖‖B‖ ≤ ρ

a0
< 1, by the perturbation theorem, (I + TnB)–1 exists and

(I + TnB)–1 =
∞∑

i=0

(–1)i(TnB)i =
∞∑

i=0

(TnB)2i(I – TnB). (2.9)

By direct calculation, we get

∥
∥(I + TnB)–1∥∥ ≤ a0

a0 – ρ
. (2.10)

Hence, by (2.8), we have

u(t) = (I + TnB)–1Tnh(t) := Th(t), t ∈R, (2.11)

which is an ω-periodic solution of (2.5). By (2.10) and (2.11), we have

∥
∥Th(t)

∥
∥ =

∥
∥(I + TnB)–1Tnh(t)

∥
∥

≤ ∥
∥(I + TnB)–1∥∥‖Tn‖ · ‖h‖C

≤ 1
a0 – ρ

‖h‖C .

Therefore,

‖T‖ ≤ 1
a0 – ρ

.
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Furthermore, for ∀h ∈ Cω(R, K), we prove that T : Cω(R, K) → Cω(R, K) is a positive
operator and (Th)(t) ≥ γ (Th)(s) for any t, s ∈R. By (2.9) and (2.11), we have

Th(t) =
∞∑

i=0

(TnB)2i(I – TnB)Tnh(t), t ∈R.

Since

Tnh(t) =
∫ t

t–ω

Gn(t, s)h(s) ds ≥ mn

∫ ω

0
h(s) ds

and

Tnh(t) ≤ Mn

∫ ω

0
h(s) ds

and

(TnB)Tnh(t) ≤ ρMn

a0

∫ ω

0
h(s) ds,

we get

(I – TnB)Tnh(t) = Tnh(t) – (TnB)Tnh(t)

≥ mn

∫ ω

0
h(s) ds –

ρMn

a0

∫ ω

0
h(s) ds

=
(

mn –
ρMn

a0

)∫ ω

0
h(s) ds.

Since h ∈ Cω(R, K), h(t) 
≡ 0 for all t ∈R. There exist [c, d] ⊂ I and ε > 0 such that

h(t) > ε, t ∈ [c, d],

from which we get
∫ ω

0 h(s) ds ≥ ∫ d
c h(s) ds > ε(d – c) > 0. Due to ρ < γ a0, we get

(I – TnB)Tnh(t) ≥
(

mn –
ρMn

a0

)∫ ω

0
h(s) ds

≥ a0mn – ρMn

a0
ε(d – c)

> 0.

Therefore, T : Cω(R, K) → Cω(R, K) is a positive operator. Moreover, for any h ∈ Cω(R, K),
by (2.11), we have

(I + TnB)(Th)(t) = Tnh(t) =
∫ t

t–ω

Gn(t, s)h(s) ds, t ∈R.

So, we have

(I + TnB)(Th)(t) ≥ mn

∫ ω

0
h(s) ds (2.12)



Liang and Li Advances in Difference Equations        (2020) 2020:157 Page 7 of 17

and
∫ ω

0
h(s) ds ≥ 1

Mn
(I + TnB)(Th)(t). (2.13)

Consequently, for any t, s ∈R, we have

(I + TnB)(Th)(t) ≥ γ (I + TnB)(Th)(s). (2.14)

Hence, (Th)(t) ≥ γ (Th)(s) for any t, s ∈R. �

Let E be a separable Banach space. Denote by βE(·) and βC(·) the Hausdorff measure
of non-compactness(MNC) of the bounded set in E and Cω(R, E), respectively. Let D ⊂
Cω(R, E) be bounded, set D(t) = {u(t) : u ∈ D} ⊂ E for t ∈ R. Then βE(D(t)) ≤ βC(D). The
following lemmas for the MNC are cited from [3, 6, 13].

Lemma 2.4 Let D ⊂ C(I, E) be a bounded and equicontinuous subset. Then βE(D(t)) is
continuous on I and

βC(D) = max
t∈I

βE
(
D(t)

)
= βE

(
D(I)

)
,

where D(I) := {u(t) : u ∈ D, t ∈ I}.

Lemma 2.5 Let D ⊂ E be bounded. Then there exists a countable subset D0 ⊂ D such that

βE(D) ≤ 2βE(D0).

Lemma 2.6 Let D = {un} ⊂ C(I, E) be a bounded and countable subset. Then βE(D(t)) is
Lebesgue integrable on I and

βE

({∫

I
un(t) dt

})

≤ 2
∫

I
βE

(
D(t)

)
dt.

Now, we consider the existence of positive ω-periodic solutions for the high-order dif-
ferential equation with delays of the form (1.1). By Lemma 2.3, we define an operator
Q : Cω(R, E) → Cω(R, E) by

(Qu)(t) = (I + TnB)–1

×
∫ t

t–ω

Gn(t, s)
[
f
(
s, u(s – τ1), . . . , u(s – τm)

)
+ ρu(s – τ1)

]
ds, t ∈ R. (2.15)

By the continuity of f , the operator Q : Cω(R, E) −→ Cω(R, E) is continuous. The positive
ω-periodic solution of the high-order differential equation (1.1) is equivalent to the posi-
tive fixed point of Q. It is noted that the integral operator Q is not compact in an abstract
Banach space. In order to employ the topological degree theory of condensing mapping,
it demands that the nonlinear term f satisfies some MNC conditions. Thus, we make the
following assumption.
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(R1) For ∀r > 0, f ∈ C(R× Km
r , E) is bounded and

βE
(
f (t, D1, D2, . . . , Dm) + ρD1

) ≤
m∑

i=1

MiβE(Di), t ∈R,

where Kr = {u ∈ K : ‖u‖ ≤ r}, Di ⊂ Kr (i = 1, 2, . . . , m) are arbitrarily countable sub-
sets, Mi (i = 1, 2, . . . , m) are positive constants satisfying

m∑

i=1

Mi <
a0 – ρ

4
. (2.16)

Lemma 2.7 Suppose that condition (R1) holds. Then Q : Cω(R, Kr) −→ Cω(R, K) is a con-
densing mapping.

Proof For any r > 0, let Kr,C = {u ∈ Cω(R, K) : u(t) ∈ Kr , t ∈ R}. Since f (R × Km
r , E) is

bounded, there exists a constant M > 0 such that

∥
∥f (t, x1, . . . , xm)

∥
∥ ≤ M (2.17)

for any t ∈R and xi ∈ Kr , i = 1, 2, . . . , m. Hence, for any u ∈ Kr,C , by (2.15), we have

∥
∥(Qu)(t)

∥
∥ =

∥
∥
∥
∥(I + TnB)–1

∫ t

t–ω

Gn(t, s)
[
f
(
s, u(s – τ1), . . . , u(s – τm)

)
+ ρu(s – τ1)

]
ds

∥
∥
∥
∥

≤ a0

a0 – ρ

∫ t

t–ω

Gn(t, s)
∥
∥f

(
s, u(s – τ1), . . . , u(s – τm)

)
+ ρu(s – τ1)

∥
∥ds

≤ a0

a0 – ρ

∫ ω

0
Gn(t, s)[M + ρr] ds

=
M + ρr
a0 – ρ

.

Then Q(Kr,C) is bounded. Clearly, Q(Kr,C) is equicontinuous. Hence, by Lemmas 2.4
and 2.5, there exists a countable subset D
 = {u
}∞
=1 ⊂ Kr,C such that

βC
(
Q(Kr,C)

) ≤ 2βC
(
Q(D
)

)
= 2 max

t∈J
βE

(
Q(D
)(t)

)
. (2.18)

By assumption (R1) and Lemma 2.6, we have

βE
(
Q(D
)(t)

)

= βE

({

(I + TnB)–1
∫ t

t–ω

Gn(t, s)
[
f
(
s, u
(s – τ1), . . . , u
(s – τm)

)
+ ρu
(s – τ1)

]
ds

})

≤ 2a0

a0 – ρ

∫ t

t–ω

Gn(t, s)βE
({

f
(
s, u
(s – τ1), . . . , u
(s – τm)

)
+ ρu
(s – τ1)

})
ds

≤ 2a0

a0 – ρ

m∑

i=1

Mi

∫ t

t–ω

Gn(t, s)βE
({

u
(s – τi)
})

ds
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≤ 2a0

a0 – ρ

m∑

i=1

Mi

∫ ω

0
Gn(t, s) dsβC(D
)

≤ 2
∑m

i=1 Mi

a0 – ρ
βC(Kr,C).

Consequently, we have

βC
(
Q(Kr,C)

) ≤ 2 max
t∈J

βE
(
Q(D
)(t)

) ≤ 4
∑m

i=1 Mi

a0 – ρ
βC(Kr,C). (2.19)

Hence, Q : Cω(R, Kr) −→ Cω(R, K) is a condensing mapping due to (2.16). �

Remark 1 In Lemma 2.7, if the nonlinearity f satisfies linear growth condition, for exam-
ple, f satisfies the following condition:

(R2) There exist constants Ci > 0 (i = 1, 2, . . . , m) and b > 0 such that

f (t, x1, . . . , xm) ≤
m∑

i=1

Cixi + b

for any t ∈ R and xi ∈ K , i = 1, 2, . . . , m, then (2.17) holds for xi ∈ Kr , i = 1, 2, . . . , m,
with M =

∑m
i=1 Cir + b.

Define a cone Ξ in Cω(R, K) by

Ξ =
{

u ∈ Cω(R, K) : u(t) ≥ γ u(s),∀t, s ∈R
}

, (2.20)

where γ = mn
Mn

. Then we can obtain the following lemma.

Lemma 2.8 Q(Cω(R, K)) ⊂ Ξ .

Proof For any t, s ∈ R and u ∈ Cω(R, K), by (2.15), we have

(I + TnB)(Qu)(t) =
∫ t

t–ω

Gn(t, θ )
[
f
(
θ , u(θ – τ1), . . . , u(θ – τm)

)
+ ρu(θ – τ1)

]
dθ

≥ mn

∫ ω

0
f
(
θ , u(θ – τ1), . . . , u(θ – τm)

)
+ ρu(θ – τ1) dθ

and

(I + TnB)(Qu)(s) =
∫ s

s–ω

Gn(s, θ )
[
f
(
θ , u(θ – τ1), . . . , u(θ – τm)

)
+ ρu(θ – τ1)

]
dθ

≤ Mn

∫ ω

0
f
(
θ , u(θ – τ1), . . . , u(θ – τm)

)
+ ρu(θ – τ1) dθ .

It follows from the above two inequalities that

(I + TnB)(Qu)(t) ≥ γ (I + TnB)(Qu)(s), ∀t, s ∈R.

Hence Q(Cω(R, K)) ⊂ Ξ . �
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Let E be a Banach space and D ⊂ E be a closed convex cone in E. Assume that Ω is a
bounded open subset of E with boundary ∂Ω and D ∩ Ω 
= ∅, and Q : D ∩ Ω̄ → D is a
condensing mapping. If Qu 
= u for any u ∈ D ∩ ∂Ω , the fixed point index i(Q, D ∩ Ω , D)
is well defined. If i(Q, D ∩ Ω , D) 
= 0, then Q has a fixed point in D ∩ Ω . In the proof of the
main results, the following two lemmas are useful.

Lemma 2.9 ([9]) Let Ω be a bounded open subset of E with θ ∈ Ω and Q : D ∩ Ω̄ → D be
a condensing mapping. If

λQu 
= u, ∀u ∈ D ∩ ∂Ω , 0 < λ ≤ 1,

then i(Q, D ∩ Ω , D) = 1.

Lemma 2.10 ([9]) Let Ω be a bounded open subset of E and Q : D∩Ω̄ → D be a condensing
mapping. If there exists e ∈ D \ {θ} such that

u – Qu 
= μe, ∀u ∈ D ∩ ∂Ω ,μ ≥ 0,

then i(Q, D ∩ Ω , D) = 0.

3 Existence of positive ω-periodic solutions
Let E be a separable Banach space and K ⊂ E be a positive cone of E. For any positive
constants R and r, let

ΩR =
{

u ∈ Cω(R, K) : ‖u‖C < R
}

, Ωr =
{

u ∈ Cω(R, K) : ‖u‖C < r
}

. (3.1)

Then ∂ΩR = {u ∈ Cω(R, K) : ‖u‖C = R} and ∂Ωr = {u ∈ Cω(R, K) : ‖u‖C = r}. Define an
operator Q : Cω(R, K) → Cω(R, K) by (2.15). Then, by Lemmas 2.7 and 2.8, Q : Cω(R, K) →
Cω(R, K) is a condensing mapping when assumption (R1) holds. We will prove that the
operator Q has at least one fixed point in Ωr,R := ΩR \Ωr , which is the positive ω-periodic
solution of Eq. (1.1).

Theorem 3.1 Suppose that (P) holds and 0 ≤ ρ < γ a0. Let f ∈ C(R × Km, K) satisfy as-
sumption (R1). Then Eq. (1.1) has at least one positive ω-periodic solution if the following
conditions hold:

(H1) There exist positive constants c1, . . . , cm satisfying
∑m

i=1 ci < γ 2a0 and δ > 0 such that

f (t, x1, . . . , xm) ≤
m∑

i=1

cixi

for any t ∈R and xi ∈ K with ‖xi‖ < δ, i = 1, 2, . . . , m.
(H2) There exist positive constants d1, . . . , dm satisfying

∑m
i=1 di > a0 and h0 ∈ Cω(R, K)

such that

f (t, x1, . . . , xm) ≥
m∑

i=1

dixi – h0(t)

for any t ∈R and xi ∈ Ξ , i = 1, 2, . . . , m.
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Proof Let Ξ be the closed convex cone of Cω(R, K) defined by (2.20). Define an operator
Q : Cω(R, K) → Cω(R, K) by (2.15). We show that Q has a fixed point in Ξ ∩ Ωr,R for r > 0
small enough and R > 0 sufficiently large.

Let r ∈ (0, δ), where δ is the positive constant in assumption (H1). We prove that Q
satisfies the conditions of Lemma 2.9 in Ξ ∩ Ωr , namely,

λQu 
= u, ∀u ∈ Ξ ∩ ∂Ωr , 0 < λ ≤ 1.

In fact, if there exist u0 ∈ Ξ ∩ ∂Ωr and 0 < λ0 ≤ 1 such that

λ0Qu0 = u0,

then by the definition of Q and Lemma 2.3, u0 satisfies the delayed differential equation

Lnu0(t) + ρu0(t – τ1) = λ0f
(
t, u0(t – τ1), . . . , u0(t – τm)

)
+ λ0ρu0(t – τ1), t ∈R,

i.e.,

Lnu0(t) ≤ f
(
t, u0(t – τ1), . . . , u0(t – τm)

)
, t ∈ R. (3.2)

Since u0 ∈ ∂Ωr , by the definition of Ωr , we have

0 ≤ ∥
∥u0(t – τi)

∥
∥ ≤ ‖u0‖C = r < δ, i = 1, 2, . . . , m, t ∈R.

It follows from (H1) that

f
(
t, u0(t – τ1), . . . , u0(t – τm)

) ≤
m∑

i=1

ciu0(t – τi), t ∈R.

Hence, by (3.2), we have

Lnu0(t) ≤
m∑

i=1

ciu0(t – τi), t ∈R.

Integrating both sides of this inequality from 0 to ω and using the periodicity of u0, we
have

a0

∫ ω

0
u0(ν) dν ≤

m∑

i=1

ci

∫ ω

0
u0(ν – τi) dν =

m∑

i=1

ci

∫ ω

0
u0(θ ) dθ .

By the definition of cone Ξ , we have

∫ ω

0
u0(ν) dν ≥

∫ ω

0
γ u0(s) dν ≥ γωu0(s), ∀ν, s ∈R (3.3)

and
∫ ω

0
u0(ν) dν ≤ 1

γ
ωu0(t), ∀ν, t ∈ R. (3.4)
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By the arbitrariness of t, s ∈R in (3.3) and (3.4), choosing t = s, we get

a0γωu0(s) ≤ a0

∫ ω

0
u0(ν) dν ≤

m∑

i=1

ci

∫ ω

0
u0(ν) dν ≤ 1

γ
ωu0(s)

m∑

i=1

ci.

Consequently,

(

a0γω –
1
γ

ω

m∑

i=1

ci

)

u0(s) ≤ 0.

Since
∑m

i=1 ci ≤ a0γ
2, it follows that u0(s) ≤ 0 for s ∈ R, which is a contradiction to u0 ∈

∂Ωr . Hence, for any u ∈ Ξ ∩ ∂Ωr and 0 < λ ≤ 1, we have

λQu 
= u.

By Lemma 2.9, we have

i(Q,Ξ ∩ Ωr ,Ξ ) = 1. (3.5)

Let e ∈ C(R, K) with e(t) ≡ 1 for any t ∈ R. Then e ∈ Ξ \ {θ}. We show that Q satisfies
the conditions of Lemma 2.10 in Ξ ∩ ∂ΩR, that is,

u – Qu 
= μe, ∀u ∈ Ξ ∩ ∂ΩR,μ ≥ 0 (3.6)

for R > 0 sufficiently large. In fact, if there exist u1 ∈ Ξ ∩ ∂ΩR and μ1 ≥ 0 such that

u1 – μ1e = Qu1.

Then, by the definition of Q and Lemma 2.3, u1 satisfies the delayed differential equation

Lnu1(t) – μ1a0 = f
(
t, u1(t – τ1), . . . , u1(t – τm)

)
, t ∈R.

Since u1 ∈ Ξ ∩ ∂ΩR, by condition (H2), we have

Lnu1(t) ≥
m∑

i=1

diu1(t – τi) – h0(t).

Integrating both sides of this inequality from 0 to ω and using the periodicity of u1, we
have

a0

∫ ω

0
u1(ν) dν ≥

m∑

i=1

di

∫ ω

0
u1(ν – τi) dν –

∫ ω

0
h0(ν) dν

=
m∑

i=1

di

∫ ω

0
u1(ν) dν –

∫ ω

0
h0(ν) dν.
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This implies

( m∑

i=1

di – a0

)∫ ω

0
u1(ν) dν ≤

∫ ω

0
h0(ν) dν ≤ ω‖h0‖C . (3.7)

Since u1 ∈ Ξ ∩ ∂ΩR, by the definition of Ξ , we have

u1(ν) ≥ γ u1(s), ∀ν, s ∈R.

Hence, by (3.7) and
∑m

i=1 di > a0, we have

( m∑

i=1

di – a0

)

ωγ u1(s) ≤ ω‖h0‖C .

So,

u1(s) ≤ ‖h0‖C

γ (
∑m

i=1 di – a0)
� R∗.

Let R > max{R∗, δ}. Then (3.6) is satisfied. By Lemma 2.10, we have

i(Q,Ξ ∩ ΩR,Ξ ) = 0. (3.8)

Combining (3.5) with (3.8), we have

i(Q,Ξ ∩ Ωr,R,Ξ ) = i(Q,Ξ ∩ ΩR,Ξ ) – i(Q,Ξ ∩ Ωr ,Ξ ) = –1 
= 0.

Hence, Q has at least one fixed point in Ξ ∩Ωr,R, which is the positive ω-periodic solution
of Eq. (1.1). �

Remark 2 If we choose

f
(
t, u(t – τ1), . . . , u(t – τm)

)
=

m∑

i=1

1
i

u2(t – τi), ∀u ∈ KC ,

we can prove that (H1) and (H2) hold. Hence, conditions (H1) and (H2) allow
f (t, x1, . . . , xm) to be superlinear growth on x1, . . . , xm.

Theorem 3.2 Suppose that assumption (P) holds and 0 ≤ ρ < γ a0. Let f ∈ C(R× Km, K)
satisfy (R1). Then Eq. (1.1) has at least one positive ω-periodic solution if the following
conditions hold:

(H3) There exist positive constants d1, d2, . . . , dm satisfying
∑m

i=1 di > a0 and δ > 0 such
that

f (t, x1, . . . , xm) ≥
m∑

i=1

dixi

for any t ∈R and xi ∈ K with ‖xi‖ < δ, i = 1, 2, . . . , m.
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(H4) There exist positive constants c1, c2, . . . , cm satisfying
∑m

i=1 ci < a0 and h1 ∈ Cω(R, K)
such that

f (t, x1, . . . , xm) ≤
m∑

i=1

cixi + h1(t)

for any t ∈R and xi ∈ Ξ , i = 1, 2, . . . , m.

Proof For any 0 < r < R < +∞, choose Ξ , Ωr , ΩR, and Ωr,R as in the proof of Theorem 3.1.
Define an operator Q by (2.15), then by (R1), Q : Cω(R, K) −→ Cω(R, K) is a condensing
mapping. We will show that the operator Q has at least one fixed point in Ξ ∩ Ωr,R.

Let r ∈ (0, δ). On the one hand, we prove that Q satisfies the conditions of Lemma 2.10 in
Ξ ∩ ∂Ωr . Choose e(t) ≡ 1 for any t ∈R, then e ∈ Ξ \ {θ}. For any u ∈ Ξ ∩ ∂Ωr and μ ≥ 0,
we will show that

u – μe 
= Qu.

In fact, if there exist u0 ∈ Ξ ∩ ∂Ωr and μ0 ≥ 0 such that

u0 – μ0e = Qu0,

then u0 satisfies the delayed differential equation

Lnu0(t) + ρu0(t – τ1) – μ0a0 = f
(
t, u0(t – τ1), . . . , u0(t – τm)

)
+ ρu0(t – τ1), t ∈R,

namely,

Lnu0(t) – μ0a0 = f
(
t, u0(t – τ1), . . . , u0(t – τm)

)
, t ∈R.

Since u0 ∈ Ξ ∩ ∂Ωr , we have

0 ≤ ∥
∥u0(t – τi)

∥
∥ ≤ ‖u0‖C = r < δ.

So, by condition (H3), we have

f
(
t, u0(t – τ1), . . . , u0(t – τm)

) ≥
m∑

i=1

diu0(t – τi)

for any t ∈R. Hence

Lnu0(t) – μ0a0 ≥
m∑

i=1

diu0(t – τi).

Integrating both sides of this inequality from 0 to ω, we have

a0

∫ ω

0
u0(ν) dν – μ0a0ω ≥

m∑

i=1

di

∫ ω

0
u0(ν – τi) dν =

m∑

i=1

di

∫ ω

0
u0(ν) dν.
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So, we have

( m∑

i=1

di – a0

)∫ ω

0
u0(ν) dν ≤ –μ0a0ω.

Furthermore, we get

( m∑

i=1

di – a0

)

γωu0(s) ≤ –μ0a0ω.

In view of
∑m

i=1 di > a0, γ > 0, and ω > 0, we obtain that u0(s) ≤ –μ0a0ω < 0 for any s ∈ R,
which contradicts u0 ∈ ∂Ωr . Hence, all the conditions of Lemma 2.10 hold. By Lemma 2.10,
we have

i(Q,Ξ ∩ ∂Ωr ,Ξ ) = 1. (3.9)

On the other hand, we show that the conditions of Lemma 2.9 are satisfied when R is large
enough. That is, for any u ∈ Ξ ∩ ∂ΩR and 0 < λ ≤ 1 such that

u 
= λQu.

In fact, if there exist u1 ∈ Ξ ∩ ∂ΩR and 0 < λ1 ≤ 1 satisfying

u1 = λ1Qu1,

then by the definition of Q, we have

Lnu1(t) + ρu1(t – τ1) = λ1f
(
t, u1(t – τ1), . . . , u1(t – τm)

)
+ λ1ρu1(t – τ1), t ∈R.

Hence, we get

Lnu1(t) ≤ f
(
t, u1(t – τ1), . . . , u1(t – τm)

)
, t ∈ R.

By virtue of u1 ∈ Ξ ∩ ∂ΩR and (H4), we have

f
(
t, u1(t – τ1), . . . , u1(t – τm)

) ≤
m∑

i=1

ciu1(t – τi) + h1(t), t ∈R.

Thus,

Lnu1(t) ≤
m∑

i=1

ciu1(t – τi) + h1(t), t ∈R.

Integrating both sides of this inequality from 0 to ω, we have

a0

∫ ω

0
u1(ν) dν ≤

m∑

i=1

ci

∫ ω

0
u1(ν) dν +

∫ ω

0
h1(ν) dν,
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namely,

(

a0 –
m∑

i=1

ci

)∫ ω

0
u1(ν) dν ≤

∫ ω

0
h1(ν) dν ≤ ω‖h1‖C .

Since u1 ∈ Ξ , it follows that

u1(ν) ≥ γ u1(s), ∀ν, s ∈R.

Hence, from the above inequality, we have

(

a0 –
m∑

i=1

ci

)

γωu1(s) ≤ ω‖h1‖C .

Consequently, we have

‖u1‖C ≤ ‖h1‖C

(a0 –
∑m

i=1 ci)γ
� R.

Let R > max{R, r}. Then all the conditions of Lemma 2.9 are satisfied. By Lemma 2.9, we
have

i(Q,Ξ ∩ ∂ΩR,Ξ ) = 1. (3.10)

Combining (3.9) with (3.10) and by utilizing the additivity of fixed point index, we have

i(Q,Ξ ∩ Ωr,R,Ξ ) = i(Q,Ξ ∩ ΩR,Ξ ) – i(Q,Ξ ∩ Ωr ,Ξ ) = 1 
= 0.

Hence, Q has at least one fixed point in Ξ ∩Ωr,R, which is the positive ω-periodic solution
of Eq. (1.1). �

Remark 3 If we choose

f
(
t, u(t – τ1), . . . , u(t – τm)

)
=

m∑

i=1

1
i

u
1
2 (t – τi), ∀u ∈ KC ,

we can prove that (H3) and (H4) hold. Hence, conditions (H3) and (H4) allow
f (t, x1, . . . , xm) to be sublinear growth on x1, . . . , xm.

3.1 Conclusion
In the present work, we establish some sufficient conditions on nonlinear term f to guaran-
tee the existence of positive ω-periodic solutions of Eq. (1.1) in abstract Banach spaces. By
using perturbation methods, we first prove the existence of positive ω-periodic solutions
of the linear problem corresponding to Eq. (1.1). Then the strong positivity estimation of
the operator T is established. The existence of positive ω-periodic solutions of Eq. (1.1) is
proved by utilizing fixed point index in cones.



Liang and Li Advances in Difference Equations        (2020) 2020:157 Page 17 of 17

Acknowledgements
The authors are grateful to the editor and the reviewers for their constructive comments and suggestions for the
improvement of the paper.

Funding
The research is supported by the National Natural Science Function of China (No. 11701457) and the Fund of College of
Science, Gansu Agricultural University (No. GAU-XKJS-2018-142).

Availability of data and materials
Not applicable.

Competing interests
None of the authors have any competing interests in the manuscript.

Authors’ contributions
All authors contributed equally in writing this paper. All authors read and approved the final manuscript.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 7 October 2019 Accepted: 18 March 2020

References
1. Chu, J.F., Fan, N., Torres, P.: Periodic solutions for second order singular damped differential equations. J. Math. Anal.

Appl. 388, 665–675 (2012)
2. Chu, J.F., Zhou, Z.C.: Positive solution for singular nonlinear third-order periodic boundary value problems. Nonlinear

Anal. 64, 1528–1542 (2006)
3. Deimling, K.: Nonlinear Functional Analysis. Springer, New York (1985)
4. Feng, Y.Q.: On the existence and multiplicity of positive periodic solutions of a nonlinear third-order equation. Appl.

Math. Lett. 22, 1220–1224 (2009)
5. Graef, J., Kong, L.J., Wang, H.Y.: Existence, multiplicity and dependence on a parameter for a periodic boundary value

problem. J. Differ. Equ. 245, 1185–1197 (2008)
6. Heinz, H.: On the behaviour of measure of noncompactness with respect to differential and integration of

vector-valued functions. Nonlinear Anal. 7, 1351–1371 (1983)
7. Li, Y.X.: Positive solutions of higher-order periodic boundary value problems. Comput. Math. Appl. 48, 153–161 (2004)
8. Li, Y.X.: Positive periodic solutions of second-order differential equations with delays. Abstr. Appl. Anal. 2012, Article

ID 829783 (2012)
9. Liu, X.Y., Li, Y.X.: Positive solutions for Neumann boundary value problems of second-order impulsive differential

equations in Banach spaces. Abstr. Appl. Anal. 2012, Article ID 401923 (2012)
10. Wu, J., Wang, Z.C.: Two periodic solutions of second-order neutral functional differential equations. J. Math. Anal.

Appl. 329, 677–689 (2007)
11. Wu, Y.X.: Existence, nonexistence and multiplicity of periodic solutions for a kind of functional differential equation

with parameter. Nonlinear Anal. 70, 433–443 (2009)
12. Yan, S.H., Wu, X.P., Tang, C.L.: Multiple periodic solutions for second-order discrete Hamiltonian systems. Appl. Math.

Comput. 234, 142–149 (2014)
13. Yang, H., Agarwal, R., Liang, Y.: Controllability for a class of integro-differential evolution equations involving non-local

initial conditions. Int. J. Control 90, 2567–2574 (2017)


	Positive periodic solutions for high-order differential equations with multiple delays in Banach spaces
	Abstract
	MSC
	Keywords

	Introduction
	Preliminaries
	Existence of positive omega-periodic solutions
	Conclusion

	Acknowledgements
	Funding
	Availability of data and materials
	Competing interests
	Authors' contributions
	Publisher's Note
	References


