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Abstract
In this paper, we focus on dynamics in a basic discrete-time system of host–parasitoid
interaction. We perform local stability analysis of this system. Furthermore, both flip
and Neimark–Sacker bifurcations are also analyzed in the interior of R2+ by using center
manifold theorem and bifurcation theory. Finally, numerical simulations are deployed
to validate our results with theoretical analysis and to exhibit the dynamical behaviors.
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1 Introduction
In the study of population dynamics, two kinds of mathematical systems are mainly used,
namely the continuous-time system and the discrete-time system, of which the latter is
more appropriate in the condition that population size is small or that population does
not overlap. For example, many species of insects do not overlap in their offsprings, thus
their populations are characterized by discrete-time systems [1].

In 1932, an American zoologist Allee proposed the Allee effect: group living is beneficial
to the growth and survival of population, but if the population is too sparse or crowded, it
will hinder its growth, as each species has its most suitable density to grow. The Allee effect
mainly has two types. If the average growth rate of population at low density is negative,
it is called the strong Allee effect; whereas the weak Allee effect means that the average
growth rate of population is positive at zero density. The strong Allee effect proposes a
population threshold, and that population density only exceeds this threshold to survive.
In contrast, populations with weak Allee effects do not have this threshold. Recently, re-
searchers have focused on the Allee effect on different ecosystems, including discrete-time
systems [2–7] and continuous-time systems [8–14]. Zhao and Lv [15] study the dynamic
complexity of a host–parasitoid system with a lower bound for host, and the form of Allee
effect is H(t)–n

H(t)+m , where m is an Allee effect constant, n is the lower bound for the host.
The mutual restriction between species is a key point of population dynamics research,

and this mutual restriction relationship can be represented by a function called functional
response function, which can be divided into many classes according to different popula-
tions, such as Holling type and Beddington type. Veijo K. et al. [16] study the complex dy-
namics occurring in a basic discrete-time model of host–parasitoid interaction. Tang and
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Chen [17] report the dynamic complexities of host–parasitoid interactions with a Holling
type II functional response, this discrete-time system is as follows:

⎧
⎨

⎩

H(t + 1) = H(t) exp[r(1 – H(t)
K ) – aTP(t)

1+aTnH(t) ],

P(t + 1) = H(t)[1 – exp( aTP(t)
1+aTnH(t) )],

(1.1)

where H(t) is the host population size in generation t, P(t) is the parasitoid population
size in generation t, r is the intrinsic growth rate, K is the carrying capacity of the en-
vironment, T is the total time initially available, when hosts are exposed to parasitoids,
Tn is the handling time, which is between the host being encountered and search being
resumed, a is the instantaneous search rate. These parameters Tn, T , a, K , and r are all
positive constants.

Some ecological systems, although simple in mathematical expressions, have been de-
signed to study the population temporal dynamics. In particular, the pioneering work in
this field was initiated by May [18]. The significance of May’s seminal work is inducting a
new research area dealing with the complexities in the population dynamic systems. Tang
and Chen study the complex dynamics of host-parasites with Holling type III functional
response [17]. Oaten and Murdoch et al. discuss many factors that influence the stability of
a continuous predator-prey system, especially the influence of Holling type III functional
response [19, 20]. In this paper, the host–parasitoid system with Allee effect and Holling
type III functional response that we investigate is as follows:

⎧
⎨

⎩

H(t + 1) = H(t) exp[ r(1– H(t)
K )(H(t)–n)

H(t)+m – bTH(t)P(t)
1+cH(t)+bTnH(t)2 ],

P(t + 1) = H(t)[1 – exp(– bTH(t)P(t)
1+cH(t)+bTnH(t)2 )],

(1.2)

where b, c are the parameters related to the Holling type III functional response
bTH(t)P(t)

1+cH(t)+bTnH(t)2 , and b > 0 is a conversion factor, c = aTn.
The outline of this paper is as follows. In Sect. 2, we perform the persistence analysis

of system (1.2). In Sect. 3, we discuss the local stability of equilibrium points. We prove
that under certain parametric conditions system (1.2) admits a bifurcation in Sect. 4. In
Sect. 5, we verify our analytical results by numerical simulations. We conclude this study
in the final section.

2 Persistence analysis of the system
Persistence analysis of a host–parasitoid system has great importance in understanding its
biological relevance, and the persistence of system (1.2) in this paper is shown as follows.

Definition 2.1 ([21]) There exist positive constants M1, M2, which are independent
of the solutions of the system, such that for any positive solution (x(t), y(t))T of the
system, one has M1 ≤ lim inft→∞ x(t) ≤ lim supt→∞ x(t) ≤ M2, M1 ≤ lim inft→∞ y(t) ≤
lim supt→∞ y(t) ≤ M2, t = 1, 2, . . . , the system is permanent.

Lemma 2.1 ([22]) Assume that {x(t)} satisfies x(t) > 0 and x(t + 1) ≤ x(t) exp{a – bx(t)} for
t ∈ N , where a and b are positive constants. Then lim supt→∞ x(t) ≤ 1

b exp(a – 1).
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Lemma 2.2 ([22]) Assume that {x(t)} satisfies x(t + 1) ≥ x(t) exp{a – bx(t)}, t ≥ t0,
lim supt→∞ x(t) ≤ x∗, and x(t0) > 0, t0 ∈ N , where a and b are positive constants. Then
lim inft→∞ x(t) ≥ min{ a

b exp(a – bx∗), a
b }.

Theorem 2.1 For any solution {H(t), P(t)}T of system (1.2), we have lim supt→∞ H(t) ≤ M2,
lim supt→∞ P(t) ≤ M2, where M2 = K exp( rm

K + rn
K +r–1)

r .

Proof For any t ≥ 0, there exist H(t) > 0, P(t) > 0, and r > 0, n > 0, K > 0, m > 0, T > 0,
Tn > 0, c > 0, b > 0. For the first equation of system (1.2), it follows that

H(t + 1)

= H(t) exp

[ r(1 – H(t)
K )(H(t) – n)

H(t) + m
–

bTH(t)P(t)
1 + cH(t) + bTnH2(t)

]

≤ H(t) exp

[ r(1 – H(t)
K )(H(t) – n)

H(t) + m

]

≤ H(t) exp

[– r
K H(t)(H(t) + m) + ( rm

K + rn
K + r)(H(t) + m) – ( rm2

K + rnm
K + rm + rn)

H(t) + m

]

≤ H(t) exp

[
rm
K

+
rn
K

+ r –
r
K

H(t)
]

.

By using Lemma 2.1, one could easily obtain that

lim sup
t→∞

H(t) ≤ K exp( rm
K + rn

K + r – 1)
r

= M2.

For the second equation of system (1.2), it follows that

P(t + 1) = H(t)
[

1 – exp

(

–
bTH(t)P(t)

1 + cH(t) + bTnH2(t)

)]

≤ H(t)

≤ H(t – 1) exp

[(
rm
K

+
rn
K

+ r
)

–
(

r
K

)

H(t – 1)
]

,

then

lim sup
t→∞

P(t) ≤ K exp( rm
K + rn

K + r – 1)
r

= M2.

The proof is completed. �

Theorem 2.2 For any solution {H(t), P(t)}T of system (1.2), assume that ( rm2

K – rm – rn –
rmn

K ) > 0 and r – r(M2+m)
K + r

K n > 0, we have lim inft→∞ H(t) ≥ M∧ ≥ M1, lim inft→∞ P(t) ≥
M∗ ≥ M1, where M∧ = (–m + n + K) exp( rn

K – rm
K + r – r

K M2) exp(– bTM2
2
√

bTn+c ),

M∗ =

√
{1+exp[r– r(M2+m)

K + r
K n]}[r– r(M2+m)

K + r
K n]

bT , M1 = min{M∧, M∗}.

Proof From Theorem 2.1, we get lim supt→∞ H(t) ≤ M2, lim supt→∞ P(t) ≤ M2. For ∀ε,
∃t1 > 0, and t > t1, we have H(t) ≤ M2 + ε, P(t) ≤ M2 + ε1.
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For the first equation of system (1.2) with t > t1, it follows that

H(t + 1)

= H(t) exp

[ r(1 – H(t)
K )(H(t) – n)

H(t) + m
–

bTH(t)P(t)
1 + cH(t) + bTnH2(t)

]

≥ H(t) exp

[ r(H(t) + m) – rm – r(H(t)+m)2
K + 2rm

K H(t) + r
K m2 – rn + r

K n(H(t) + m) – r
K nm

H(t) + m

]

× exp

(

–
bTP(t)

2
√

bTn + c

)

.

Assume that ( rm2

K – rm – rn – rmn
K ) > 0, we have

H(t + 1) ≥ H(t) exp

[

r –
r(H(t) + m)

K
+

r
K

n
]

exp

(

–
bTP(t)

2
√

bTn + c

)

≥ H(t) exp

[

r –
r(H(t) + m)

K
+

r
K

n
]

exp

(

–
bT(M2 + ε1)
2
√

bTn + c

)

,

by using Lemma 2.2, we get

lim inf
t→∞ H(t)

≥ K
r

(

–
rm
K

+
rn
K

+ r
)

exp

(
rn
K

–
rm
K

+ r –
r
K

(M2 + ε1)
)

exp

(

–
bT(M2 + ε1)
2
√

bTn + c

)

,

and

lim inf
t→∞ H(t) ≥ (n – m + K) exp

(
rn
K

–
rm
K

+ r –
r
K

M2

)

exp

(

–
bTM2

2
√

bTn + c

)

= M∧.

For the first equation and the second equation of system (1.2), we have

P(t) =
√

ln Q(1 + Q)M
bT

,

where Q = exp

[
r(1 – H(t)/K)(H(t) – n)

H(t) + m

]

, M = 1 + cH(t) + bTnH(t)2,

and

P(t) =

√

(1 + cH(t) + bTnH(t)2)(1 + exp[ r(1–H(t)/K )(H(t)–n)
H(t)+m ]) ln exp[ r(1–H(t)/K )(H(t)–n)

H(t)+m ]
bT

≥
√

(1 + exp[ r(1–H(t)/K )(H(t)–n)
H(t)+m ])[ r(1–H(t)/K )(H(t)–n)

H(t)+m ]
bT

≥
√

(1 + exp[r – r(H(t)+m)
K + r

K n])[r – r(H(t)+m)
K + r

K n]
bT

.



Liu et al. Advances in Difference Equations        (2019) 2019:507 Page 5 of 20

From Theorem 2.1, we have H(t) ≤ M2, then

P(t) ≥
√

{1 + exp[r – r(M2+m)
K + r

K n]}[r – r(M2+m)
K + r

K n]
bT

.

Assume that r – r(M2+m)
K + r

K n > 0, let

√
{1+exp[r– r(M2+m)

K + r
K n]}[r– r(M2+m)

K + r
K n]

bT = M∗, we have
P(t) ≥ M∗, then

lim inf
t→∞ P(t) ≥ M∗.

The proof is completed. �

Theorem 2.3 From Lemmas 2.1 and 2.2, if ( rm2

K – rm – rn – rmn
K ) > 0 and r – r(M2+m)

K + r
K n >

0, where M2 = K exp( rm
K + rn

K +r–1)
r , then system (1.2) is permanent.

3 Stability of equilibria
In this section, we determine the existence of equilibria of system (1.2) and then study their
stability at each equilibrium point. Finally, conditions for the existence of a flip bifurcation
and a Neimark–Sacker bifurcation are derived [23, 24].

For simplicity, system (1.2) can be rewritten as follows:
⎧
⎨

⎩

x → x exp[ r(1– x
K )(x–n)

x+m – bTxy
1+cx+bTnx2 ],

y → x[1 – exp(– bTxy
1+cx+bTnx2 )].

(3.1)

There are four non-negative equilibrium points for system (3.1). The total extinction
solution whereby no species is able to survive is E0(0, 0), and the boundary equilibrium
point that only one species survives is E1(n, 0), E2(K , 0), and the coexistence solution for
the two species is E∗(x∗, y∗), when Q > 1, that is, n < H(t) < K .

⎧
⎪⎨

⎪⎩

x∗ = M ln Q

bT
√

M(1+Q) ln Q
bT

,

y∗ =
√

M(1+Q) ln Q
bT ,

(3.2)

where Q is the net rate of the increase in host per generation, and

Q = exp

[ r(1 – x∗
K )(x∗ – n)

x∗ + m

]

, M = 1 + cx∗ + bTnx2
∗.

(1) The Jacobian matrix of the system at E0(0, 0) is

J0(0, 0) =

(
exp(– rn

m ) 0
0 0

)

,

and we can get eigenvalues

λ1 = exp

(

–
rn
m

)

, λ2 = 0,

from this, it can be concluded that E0 is a stable node (|λ1| < 1).
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(2) The Jacobian matrix of the system at E1(n, 0) is

J1(n, 0) =

(
1 + rn( 1– n

K
m+n ) – bTn2

1+cn+bTnn2

0 bTn2

1+cn+bTnn2

)

,

if bTn2 > 1 + cn + bTnn2, then E1(n, 0) is a source (|λ1| > 1, |λ2| > 1); if
bTn2 < 1 + cn + bTnn2, then E1(n, 0) is a saddle (|λ1| > 1, |λ2| < 1).

(3) The Jacobian matrix of system at E2(K , 0) is

J2(K , 0) =

(
1 – r(K–n)

m+K – bTK2

1+cn+bTnn2

0 bTK2

1+cK+bTnK2

)

,

if bTK2 > 1 + cK + bTnK2 and r(K – n) > 2(K + m), then E2(K , 0) is a source
(|λ1| > 1, |λ2| > 1); if bTK2 > 1 + cK + bTnK2, r(K – n) < 2(K + m), or
bTK2 < 1 + cK + bTnK2, r(K – n) > 2(K + m), then E2(K , 0) is a saddle
(|λ1| > 1, |λ2| < 1); and if bTK2 < 1 + cK + bTnK2, r(K – n) < 2(K + m), then E2(K , 0)
is a sink (|λ1| < 1, |λ2| < 1).

(4) The Jacobian matrix of system at E∗(x∗, y∗) is

J∗(x∗, y∗) =

(
1 + rx∗G – H – bTx2∗

M
1 – exp(– bTx∗y∗

M ) + H exp(– bTx∗y∗
M ) L

)

,

where G = (1– x∗
K )(m+n)

(x∗+m)2 – x∗–n
(x∗+m)K , H = bTx∗y∗–b2TTnx3∗y∗

M2 , L = bTx2∗
M exp(– bTx∗y∗

M ).
The characteristic equation of J∗ is given by

F(λ) = λ2 + tra(x∗, y∗)λ + det(x∗, y∗) = 0,

where

traJ∗ = –[1 + rx∗G – H + L],

det J∗ = rx∗GL +
bTx2∗

M
,

and

F(1) =
bTx2∗

M
+ H – L – rx∗G + rx∗GL,

F(–1) =
bTx2∗

M
– H + L + rx∗G + rx∗GL + 2.

In order to discuss the stability of E∗, we first give the following lemma [25].

Lemma 3.1 Let F(λ) = λ2 + traλ + det. Assume that F(1) > 0, and λ1, λ2 are the roots of
F(λ) = 0. Then

i. |λ1| < 1, |λ2| > 1 (or |λ1| > 1 and |λ2| < 1) if and only if F(–1) < 0;
ii. |λ1| < 1, |λ2| < 1 if and only if F(–1) > 0 and det < 1;

iii. |λ1| > 1, |λ2| > 1 if and only if F(–1) > 0 and det > 1;
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iv. λ1 = –1, |λ2| �= 1 if and only if F(–1) = 0 and tra �= 0, 2;
v. λ1, λ2 are complex and |λ1| = |λ2| = 1 if and only if tra2 – 4 det < 0, det = 1.

Let λ1 and λ2 be two roots of F(λ), which are eigenvalues of the fixed point E∗. The
fixed point E∗ is a sink or locally asymptotically stable if |λ1| < 1 and |λ2| < 1. E∗ is called
a source if |λ1| > 1 and |λ2| > 1. A source is locally unstable. E∗ is called a saddle if |λ1| > 1
and |λ2| < 1 (or |λ1| < 1 and |λ2| > 1). And E∗ is non-hyperbolic if either |λ1| = 1 or |λ2| = 1.

Now, the following theorems show the stability of a positive fixed point of system (3.1).

Theorem 3.1 System (3.1) has a positive fixed point E∗ and

(1) It is a saddle if the following condition holds: r < H–L–2– bTx2∗
M

x∗G+x∗GL ;

(2) It is a sink if the condition holds: r > H–L–2– bTx2∗
M

x∗G+x∗GL and r < 1– bTx2∗
M

x∗GL ;

(3) It is a source if one of the following conditions holds: r > H–L–2– bTx2∗
M

x∗G+x∗GL and r > 1– bTx2∗
M

x∗GL ;
(4) It is non-hyperbolic if the condition holds:

(a) r = H–L–2– bTx2∗
M

x∗G+x∗GL and r �= H–L–1
x∗G , r �= H–L+1

x∗G ;

(b) r = 1– bTx2∗
M

x∗GL and H–L–3
x∗G < r < H–L+1

x∗G .

We can easily see that one of the eigenvalues of fixed point E∗ is –1 and the other is
neither 1 nor –1 if term (a) of Theorem 3.1 holds. If term (b) holds, then the eigenvalues of
E∗ are a pair of complex conjugate eigenvalues with modulus one. In the following section,
we study the flip bifurcation and the N-S bifurcation.

4 Bifurcation
In this section, we discuss the flip bifurcation and the N-S bifurcation of system (3.1), and
we choose r as a bifurcation parameter for studying bifurcations.

4.1 Flip bifurcation
From Theorem 3.1(4)(a), system (3.1) has a unique positive equilibrium E∗, the corre-
sponding eigenvalues are λ1 = –1, λ2 = 2 + rx∗G – H + L with |λ2| �= 1.

By selecting arbitrary parameters (r1, m, K , c, b, T , Tn, n), we write system (3.1) in the
form

⎧
⎨

⎩

x → x exp[ r1(1– x
K )(x–n)

x+m – bTxy
1+cx+bTnx2 ],

y → x[1 – exp(– bTxy
1+cx+bTnx2 )].

(4.1)

Let u = x – x∗, v = y – y∗, δ = r – r1, system (4.1) becomes

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u → a100u + a010v + a001δ + a200u2 + a110uv + a101uδ + a011vδ

+ a020v2 + a002δ
2 + a300u3

+ a210u2v + a201u2δ + a111uvδ + a102uδ2 + a120uv2 + a021v2δ

+ a012vδ2 + a003δ
3 + a030v3 + O(4),

v → b100u + b010v + b200u2 + b110uv + b300u3 + b210u2v + b020v2

+ b120uv2 + b030v3 + O(4),

(4.2)
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where

a100 = 1 + r1x∗G – H , a010 = –
bTx2∗

M
,

a001 =
x∗(1 – x∗

K )(x∗ – n)
x∗ + m

,

a200 =
r1G

2
+ r1x∗

[

(m + n)
( x∗–m

K – 2
2(x∗ + m)3 –

1
2K(x∗ + m)2

)]

–
bTy∗ – 3b2TTnx2∗y∗

2M2 +
(bTx∗y∗ – b2TTnx3∗y∗)(2c + 4bTnx∗)

2M3

+ (1 + r1x∗G – H)
(

r1G
2

–
H

2x∗

)

,

a110 =
–bTx∗(1 + r1x∗G – H)

2M
–

bTx∗ – b2TTnx3∗
2M2 ,

a101 =
x∗G

2
+

(1 + r1x∗G – H)(x∗ – n)(1 – x∗
K )

2(x∗ + m)
,

a011 = –
bTx2∗(x∗ – n)(1 – x∗

K )
2M(x∗ + m)

, a002 =
x∗(1 – x∗

K )2(x∗ – n)2

2(x∗ + m)2 ,

a300 = r1(m + n)
[ x∗–m

K – 2
3(x∗ + m)3 –

1
3K(x∗ + m)2 +

x∗
K(x∗ + m)3 –

x∗( x∗–m
K – 2)

(x∗ + m)4

]

+
b2TTnx∗y∗

M2

+
2bcTy∗ + 6b2TTnx∗y∗ – 6b2cTTnx2∗y∗ – 14b3TTnx3∗y∗

3M3

–
(c + 2bTnx∗)2(bTx∗y∗ – b2TTnx3∗y∗)

M4

+
(

r1G
3

–
H
3x

){

r1G + rx∗
[

(m + n)
( x∗–m

K – 2
(x∗ + m)3 –

1
K(x∗ + m)2

)]

–
bTy∗ – 3b2TTnx2∗y∗

M2

}

+
(

r1G –
H
x

)[
(bTx∗y∗ – b2TTnx3∗y∗)(2c + 4bTnx∗)

3M3 –
a200

6

]

+ (1 + r1x∗G – H)
[

r1

6

[ x∗–m
K – 2

(x∗ + m)3 –
1

K(x∗ + m)2

]

+
b2TTnx∗y∗

3M2 +
(bTy∗ – b2TTnx2∗y∗)(c + 2bTnx∗)

3M3

]

,

a102 =
(1 – x∗

K )(x∗ – n)
x∗ + m

[
x∗G

3
+

(1 + r1x∗G – H)(x∗ – n)(1 – x∗
K )

6(x + m)

]

, a020 =
b2T2x3∗

6M2 ,

a201 =
G
6

+ x∗(m + n)
( x∗–m

K – 2
6(x∗ + m)3 –

1
6K(x∗ + m)2

)

+
(1 – x∗

K )(x∗ – n)
6(x∗ + m)

{

r1G + r1x∗
[

(m + n)
( x∗–m

K – 2
(x∗ + m)3 –

1
K(x∗ + m)2

)]

–
bTy∗ – 3b2T2x2∗y∗

6M2 –
(bTx∗y∗ – b2T2x3∗y∗)(c + 2bTx∗)

3M3

}
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+
(

r1G
6

–
H

3x∗

)[

x∗G +
(1 – x∗

K )(x∗ – n)(1 + r1x∗G – H)
x∗ + m

]

+
1
6

G(1 + r1x∗G – H),

a111 = –
(bTx∗ – b2TTnx3∗)(1 – x∗

K )(x∗ – n)
6M2(x∗ + m)

–
bTx∗
6M

[

x∗G +
(1 – x∗

K )(x∗ – n)(1 + r1x∗G – H)
x∗ + m

]

,

a120 =
bTx∗

M

[
bTx∗ – b2TTnx3∗

3M2 +
bTx∗(1 + r1x∗G – H)

6M

]

, a030 = –
b3T3x4∗

6M3 ,

a003 =
x∗(1 – x∗

K )3(x∗ – n)3

6(x∗ + m)3 , b100 = 1 – exp

(

–
bTx∗y∗

M

)

+ H exp

(

–
bTx∗y∗

M

)

,

b010 = L, b110 = exp

(

–
bTx∗y∗

M

)[
bTx∗ – b2TTnx3∗

M2 +
bTx∗(1 – H)

M

]

,

b200 = exp

(

–
bTx∗y∗

M

)[
H – H2

2x∗
+

bTy∗ – 3b2TTnx2∗y∗

2M2

–
(bTx∗y∗ – b2TTnx3∗y∗)(c + 2bTnx∗)

M3

]

,

b110 = exp

(

–
bTx∗y∗

M

)[
bTx∗ – b2TTnx3∗

2M2 +
bTx∗(1 – H)

2M

]

,

b020 = –
b2T2x3∗

2M2 exp

(

–
bTx∗y∗

M

)

,

b120 =
bTx∗
2M

exp

(

–
bTx∗y∗

M

)[

–
H
y∗

–
bTx∗

M
(1 – H)

]

,

b300 = exp

(

–
bTx∗y∗

M

)

(1 – H)

×
(

–
H2

6x2∗
–

b2TTnx∗y∗
3M2 –

(bTx∗y∗ – b2TTnx2∗y∗)(c + 2bTnx∗)
3M3

)

+
H
x∗

exp

(

–
bTx∗y∗

M

)

(1 – H)

×
(

(bTx∗y∗ – b2TTnx3∗y∗)(c + 2bTnx∗)
3M3 –

bTy∗ – 3b2TTnx2∗y∗

6M2

)

,

b210 = exp

(

–
bTx∗y∗

M

)(

1 –
bTx∗y∗

M

)

×
(

bT – 3b2TTnx2∗
6M2 –

(bTx∗ – b2TTnx3∗)(c + 2bTnx∗)
3M3

)

–
1
6

exp

(

–
bTx∗y∗

M

)(
bTH

M
(1 – H) –

H2

x∗y∗
+

H(1 – H)
x∗y∗

)

,

b030 =
b3T3x4∗

6M3 exp

(

–
bTx∗y∗

M

)

.

We construct an invertible matrix:

T =

(
a010 a010

–1 – a100 λ2 – a100

)

,
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using translation

(
u
v

)

= T

(
U
V

)

,

system (4.2) becomes

(
U
V

)

=

(
–1 0
0 λ2

)(
U
V

)

+

(
f (U , V , δ)
g(U , V , δ)

)

, (4.3)

where

f (U , V , δ)

=
a001(λ2 – a100)

a010(1 + λ2)
δ +

a200(λ2 – a100) – a010b200

a010(1 + λ2)
u2 +

a110(λ2 – a100) – a010b110

a010(1 + λ2)
uv

+
a101(λ2 – a100)

a010(1 + λ2)
uδ +

a011(λ2 – a100)
a010(1 + λ2)

vδ +
a020(λ2 – a100) – a010b020

a010(1 + λ2)
v2

+
a002(λ2 – a100)

a010(1 + λ2)
δ2 +

a300(λ2 – a100) – a010b300

a010(1 + λ2)
u3

+
a210(λ2 – a100) – a010b210

a010(1 + λ2)
u2v +

a201(λ2 – a100)
a010(1 + λ2)

u2δ

+
a111(λ2 – a100)

a010(1 + λ2)
uvδ +

a102(λ2 – a100)
a010(1 + λ2)

uδ2

+
a120(λ2 – a100) – a010b120

a010(1 + λ2)
uv2 +

a021(λ2 – a100)
a010(1 + λ2)

v2δ

+
a012(λ2 – a100)

a010(1 + λ2)
vδ2 +

a003(λ2 – a100)
a010(1 + λ2)

δ3

+
a030(λ2 – a100) – a010b030

a010(1 + λ2)
v3 + O

((|u| + |v| + |δ|)4),

g(U , V , δ)

=
a001(1 + a100)
a010(1 + λ2)

δ +
a200(1 + a100) + a010b200

a010(1 + λ2)
u2 +

a110(1 + a100) + a010b110

a010(1 + λ2)
uv

+
a101(1 + a100)
a010(1 + λ2)

uδ +
a011(1 + a100) + a010b011

a010(1 + λ2)
vδ +

a020(1 + a100) + a010b020

a010(1 + λ2)
v2

+
a002(1 + a100)
a010(1 + λ2)

δ2 +
a300(1 + a100) + a010b300

a010(1 + λ2)
u3 +

a210(1 + a100) + a010b210

a010(1 + λ2)
u2v

+
a201(1 + a100)
a010(1 + λ2)

u2δ +
a111(1 + a100)
a010(1 + λ2)

uvδ +
a102(1 + a100)
a010(1 + λ2)

uδ2

+
a120(1 + a100) + a010b120

a010(1 + λ2)
uv2 +

a021(1 + a100)
a010(1 + λ2)

v2δ +
a012(1 + a100)
a010(1 + λ2)

vδ2

+
a003(1 + a100)
a010(1 + λ2)

δ3 +
a030(1 + a100) + a010b030

a010(1 + λ2)
v3 + O

((|u| + |v| + |δ|)4),

u = a010(U + V ), v = (–1 – a100)U + (λ2 – a100)V .
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Now we determine the center manifold of (4.3) at equilibrium point (0, 0) in a small
neighborhood of δ = 0. We can obtain that there exists a center manifold by the center
manifold theorem, which can be written as follows:

W c(0, 0) =
{

(U , V ) ∈ R2 : Y = h(U , δ) = c0δ + c1U2 + c2Uδ + c3δ
2 + O

((|U| + |δ|)3)},

where

c0 =
a001(1 + a100)
a010(1 – λ2

2)
, c1 =

a200(1 + a100) + a010b200

a010(1 – λ2
2)

,

c2 = –
c0[a110(1 + a100) + a010b110] + a101(1 + a100) + 2c1a001(λ2 – a100)

a010(1 + λ2)2 ,

c3 =
c0[a011(1 + a100) + a010b011] + c2

0[a020(1 + a100) + a010b020] + a002(1 + a100) – c2a001(λ2 – a100)
a010(1 – λ2

2)

–
c1[a001(λ2 – a100)]2

a2
010(1 + λ2)(1 – λ2

2)
.

We consider the following map originating from (4.3) restricted to the center manifold
W c(0, 0):

F : U → –U +
a001(λ2 – a100)

a010(1 + λ2)
δ +

a200(λ2 – a100) – a010b200

a010(1 + λ2)
u2

+
[

c0
a110(λ2 – a100) – a010b110

a010(1 + λ2)
+

a101(λ2 – a100)
a010(1 + λ2)

]

uδ

+
a300(λ2 – a100) – a010b300

a010(1 + λ2)
u3

+
[

c0
a011(λ2 – a100)

a010(1 + λ2)
+ c2

0
a020(λ2 – a100) – a010b020

a010(1 + λ2)
+

a002(λ2 – a100)
a010(1 + λ2)

]

δ2

+
[

c0
a021(λ2 – a100)

a010(1 + λ2)
+ c0

a012(λ2 – a100)
a010(1 + λ2)

+
a003(λ2 – a100)

a010(1 + λ2)

+ c0
a030(λ2 – a100) – a010b030

a010(1 + λ2)

]

δ3

+
[

c0
a111(λ2 – a100)

a010(1 + λ2)
+

a102(λ2 – a100)
a010(1 + λ2)

+ c2
0

a120(λ2 – a100) – a010b120

a010(1 + λ2)

]

uδ2

+
[

c0
a210(λ2 – a100) – a010b210

a010(1 + λ2)
+

a201(λ2 – a100)
a010(1 + λ2)

]

u2δ + O(4). (4.4)

To enable Eq. (4.4) to undergo a flip bifurcation, it requires two discriminatory quantities
η1 and η2 to be not zero, where

⎧
⎨

⎩

η1 = ( 2∂2F
∂U ∂δ

+ ∂F
∂δ

∂2F
∂U2 )(0,0) �= 0,

η2 = ( 1
3

∂3F
∂U3 + 1

2 ( ∂2F
∂U2 )2)(0,0) �= 0.

Therefore, based on the above analysis and the theorem in [24], we obtain the following
theorem.
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Theorem 4.1 If η2 �= 0, the parameter δ alters in the limited region of the point (0, 0), then
system (3.1) undergoes a flip bifurcation at E∗. Moreover, the period-2 orbit that bifurcates
from E∗ is stable (unstable) if η2 > 0 (η2 < 0).

4.2 N-S bifurcation
From Theorem 3.1(4)(b), by using the bifurcation theorem [26–28] and selecting arbitrary
parameters (r2, m, K , c, b, T , Tn, n), we write system (3.1) in the form

⎧
⎨

⎩

x → x exp[ r2(1– x
K )(x–n)

x+m – bTxy
1+cx+bTnx2 ],

y → x[1 – exp(– bTxy
1+cx+bTnx2 )],

(4.5)

E∗ is the only positive equilibrium of system (4.5). We consider the following perturbation
of (4.5), with δ∗ used as the bifurcation parameter:

⎧
⎨

⎩

x → x exp[ (δ∗+r2)(1– x
K )(x–n)

x+m – bTxy
1+cx+bTnx2 ],

y → x[1 – exp(– bTxy
1+cx+bTnx2 )],

(4.6)

where |δ∗|  1.
Let u = x – x∗, v = y – y∗, the equilibrium E∗ is transformed to the origin point (0, 0), we

obtain

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

u → a100u + a010v + a200u2 + a110uv + a020v2 + a300u3 + a210u2v

+ a120uv2 + a030v3 + O(4),

v → b100u + b010v + b200u2 + b110uv + b300u3 + b210u2v + b020v2

+ b120uv2 + b030v3 + O(4),

(4.7)

where the coefficient is given in (4.2) and r = δ∗ +r2. The characteristic equation associated
with the linearization of system (4.7) at (0, 0) is given by

λ2 + p(δ∗)λ + q(δ∗) = 0, (4.8)

where

p(δ∗) = –
[
1 + (δ∗ + r2)x∗G – H + L

]
,

q(δ∗) = (δ∗ + r2)x∗GL +
bTx2∗

M
,

we obtain

λ1,2 = –
p(δ∗)

2
± i

2
√

4q(δ∗) – p2(δ∗),

and

|λ| =
√

q(δ∗), d =
d|λ|
dδ∗

∣
∣
∣
∣
δ∗=0

=
x∗GL

2
�= 0.
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Moreover, if δ∗ = 0, we have λk
1,2 �= 1 (k = 1, 2, 3, 4), which is equivalent to p(0) �= –2, 0, 1, 2.

Based on Theorem 3.1(b), we have p(0) �= –2, 2, then we only need to require p(0) �= 0, 1,
which leads to

(H – L)L, (H – L – 1)L �= 1 –
bTx2

M
. (4.9)

Therefore, the eigenvalues λ1,2 do not lie in the intersection of the unit circle with the
coordinate axes when δ∗ = 0 and condition (4.9) holds.

Let δ∗ = 0, μ = – p(0)
2 , ω =

√
4q(0)–p2(0)

2 , we make an invertible matrix:

T =

(
a010 0

μ – a100 –ω

)

,

using translation

(
u
v

)

= T

(
U
V

)

,

system (4.7) becomes

(
U
V

)

=

(
μ –ω

ω μ

)(
U
V

)

+

(
f (U , V )
g(U , V )

)

,

where

f (U , V ) =
1

a010

(
a200u2 + a110uv + a020v2 + a300u3 + a210u2v + a120uv2 + a030v3) + O(4),

g(U , V ) =
(

a200(μ – a100)
ωa010

–
b200

ω

)

u2 +
(

a110(μ – a100)
ωa010

–
b110

ω

)

uv

+
(

a020(μ – a100)
ωa010

–
b020

ω

)

v2

+
(

a300(μ – a100)
ωa010

–
b300

ω

)

u3 +
(

a210(μ – a100)
ωa010

–
b210

ω

)

u2v

+
(

a120(μ – a100)
ωa010

–
b120

ω

)

uv2

+
(

a030(μ – a100)
ωa010

–
b030

ω

)

v3 + O
((|u| + |v|)4),

and

u2 = a2
010U2, uv = a010(μ – a100)U2 – a010ωUV ,

v2 = (μ – a100)2U2 – 2ω(μ – a100)UV + ω2V 2, u3 = a3
010U3,

u2v = a2
010(μ – a100)U3 – a2

010ωU2V ,

uv2 = a010(μ – a100)2U3 – 2a010ωU2V + a010ω
2UV 2,

v3 = (μ – a100)U3 – ω3V 3 – 3ω(μ – a100)2U2V + 3(μ – a100)ω2UV 2.
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Therefore

f UU = 2a200a010 + 2a110(μ – a100) +
2a020(μ – a100)2

a010
,

f UV = –a110ω –
2a020ω(μ – a100)

a010
, f VV =

2a020ω
2

a010
,

f UUU = 6a300a2
010 + 6a210a010(μ – a100) + 6a120(μ – a100)2 +

6a030(μ – a100)
a010

,

f UUV = –2a010a210ω – 4a120ω –
6a030ω(μ – a100)2

a010
, f VVV = –

6a030ω
3

a010
,

f UVV = 2a120ω
2 +

6a030(μ – a100)ω2

a010
,

gUU = 2a2
010

(
a200(μ – a100)

ωa010
–

b200

ω

)

+ 2a010(μ – a100)
(

a110(μ – a100)
ωa010

–
b110

ω

)

+ 2(μ – a100)2
(

a020(μ – a100)
ωa010

–
b020

ω

)

,

gUV = –a010ω

(
a110(μ – a100)

ωa010
–

b110

ω

)

– 2ω(μ – a100)
(

a020(μ – a100)
ωa010

–
b020

ω

)

,

gVV = 2ω2
(

a020(μ – a100)
ωa010

–
b020

ω

)

,

gUUU = 6a3
010

(
a300(μ – a100)

ωa010
–

b300

ω

)

+ 6a2
010(μ – a100)

(
a210(μ – a100)

ωa010
–

b210

ω

)

+ 6a010(μ – a100)2
(

a120(μ – a100)
ωa010

–
b120

ω

)

+ 6(μ – a100)
(

a030(μ – a100)
ωa010

–
b030

ω

)

,

gUVV = 2a010ω
2
(

a120(μ – a100)
ωa010

–
b120

ω

)

+ 6(μ – a100)ω2
(

a030(μ – a100)
ωa010

–
b030

ω

)

,

gUUV = –2a2
010ω

(
a210(μ – a100)

ωa010
–

b210

ω

)

– 4a010ω

(
a120(μ – a100)

ωa010
–

b120

ω

)

– 6ω(μ – a100)2
(

a030(μ – a100)
ωa010

–
b030

ω

)

,

gVVV = –6ω3
(

a030(μ – a100)
ωa010

–
b030

ω

)

.

To enable system (4.7) to undergo an N-S bifurcation, we require the following discrim-
inatory quantity θ to be not zero:

θ = –
[

Re

(
(1 – 2λ)λ2

1 – λ
ξ20ξ11

)

–
1
2
|ξ11|2 – |ξ02|2 + Re(λξ21)

]

δ=0
,

where

ξ20 =
1
8
[
f UU – f VV + 2gUV + i(gUU – gVV – 2f UV )

]
,
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Figure 1 Numerical simulations of equation (3.1) (a) Flip bifurcation of system (3.1) for T = 1, Tn = 0.4, b = 0.05,
c = 0.2,m = 0.01, n = 0.05, K = 10, and 1.5 ≤ r ≤ 3, (b) NS-bifurcation of system (1.2) for 2.68 ≤ r ≤ 2.705

ξ11 =
1
4
[
f UU + f VV + i(gUU + gVV )

]
,

ξ02 =
1
8
[
f UU – f VV – 2gUV + i(gUU – gVV + f UV )

]
,

ξ21 =
1

16
[
f UUU + f VVV + 2gUUV + i(gUUU + gUVV – 2f VVV )

]
.

Therefore, according to the above analysis and the theorem in [24], we obtain the fol-
lowing theorem.

Theorem 4.2 System (3.1) undergoes an N-S bifurcation at equilibrium E∗ if conditions in
Theorem 3.1(4)(b) and θ �= 0 hold and δ∗ varies in a small vicinity of the origin. Moreover,
if θ < 0 (or θ > 0), then an attracting (or repelling) invariant closed curve bifurcates from
E∗ for δ∗ > 0 (or δ∗ < 0).

5 Numerical simulation
In this section, we present the interesting and complex dynamic behavior of discrete sys-
tems by numerical simulation.

Figure 1 is a numerical simulation of system (3.1), and we set T = 1, Tn = 0.4, b = 0.05,
c = 0.2, m = 0.01, n = 0.05, K = 10, the initial number of host and parasite populations
(x0, y0) = (5, 2.5), and the number of host populations and parasite populations changes as
r increases. The bifurcation parameters are considered in the following two cases.

Case 1: It can be observed from Fig. 1(a) that when r < 2.014, the equilibrium point is
stable, when r > 2.014, it loses its stability, from one cycle to two cycles, and produces a
flip bifurcation. As r continues to increase, periodic oscillations are observed with periods
4, . . . , which eventually leads to chaos.

Case 2: Let the parameter r vary in the range 2.68 ≤ r ≤ 2.705, we can see according to
Fig. 1(b) that the N-S bifurcation occurs when r = 2.684, and an attracting invariant closed
curve appears if r > 2.684.

Figure 2 shows a fascinating and complex dynamical structure including bifurcation
phenomena previously encountered in Fig. 1(a) and (b) with T = 5, Tn = 0.4, b = 0.05,
c = 0.2, m = 0.01, n = 0.05, K = 10 (namely period-doubling cascades, chaotic bands, and
attractor crisis [20]).
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Figure 2 Bifurcation diagram of the host population in the Holling type III host-parasitoid model (3.1) for
0≤ r ≤ 4, T = 5

Figure 3 Numerical simulations of equation (3.1). (a) System (3.1) without Allee effect for varying r in range
0≤ r ≤ 4 and K = 10, T = 1, Tn = 0.4, b = 0.05, c = 0.2,m = 0, n = 0; (b) System (3.1) with Allee effect. Initial
value as (x0, y0) = (5, 2.5), andm = 0.01, n = 0.05

To better understand the impact of the Allee effect, we simulate system (3.1) with and
without Allee effect (Fig. 3 and Fig. 4). From Fig. 3, when the parameter r < 3.32, the dy-
namics of the population with Allee effect are roughly the same as those without Allee ef-
fect. When there is no Allee effect and r > 3.32, the population of host survives, even when
r = 4, the population of host still exists; however, the maximum value of host populations
with Allee effect grows to 29 and becomes extinct at r = 3.32. Therefore, we conclude that
the Allee effect is a factor affecting the dynamic change of the system. The extinction of
population will be accelerated by the Allee effect, and the whole system will collapse. Fig-
ure 4 shows the basins of attraction with r = 3, K = 5, T = 100, Tn = 1, c = 0.03, b = 0.008
except x0 and y0, the influence of the Allee effect on the dynamic complexity of a host-
parasitic system is given from example. Comparing Fig. 4(a) with Fig. 4(b), we suppose
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Figure 4 The basins of attraction for non-unique attractors, the scopes of initial values (x0 and y0): (0, 10]. (a)
Host-parasitoid system without Allee effect for the host (m = 0,n = 0): the blue, sky blue, and brown areas are
the basins of attraction for chaotic, period-3, and period-6; (b) host-parasitoid system incorporating Allee
effect (m = 0.01,n = 0.01): the blue area: the basins of chaotic; brown area:the basins of period-1

Figure 5 Changes of the host population size over time. We fix T = 1, Tn = 0.4, K = 5, and: (a) r = 1, b = 0.5,
c = 0.2,m = 1, n = 0.005; (b)m = 0.01, n = 0.05, r = 2.1, c = 0.2, b = 0.00697; (c) n = 0.05, r = 2.6, c = 0.8,
b = 0.00697,m = 0.099

that the sensitivity of population dynamics to the initial conditions after addition of the
Allee effect is reduced. In sum, the Allee effect plays a crucial role in stabilizing a host–
parasitoid system.



Liu et al. Advances in Difference Equations        (2019) 2019:507 Page 18 of 20

Figure 6 Three alternative attractors (1-cycle, 2-cycle, 4-cycle) for K = 5, n = 0.05,m = 0.01, c = 0.03, b = 0.08,
and (a) T = 23, Tn = 1, r = 1.81; (b) T = 23, Tn = 10; r = 2.4; (c) T = 100, Tn = 1, r = 2.6

Moreover, it appears that the attractor is non-unique [20]: in this case the alternative
attractors are, for example, period-one, period-two, and period-four attractors (Fig. 5 and
Fig. 6).

6 Conclusions
In population study, except for the existing focus on the dynamic characteristics and struc-
ture of population, we should pay more attention to the evolutionary law of the interac-
tion between populations. The Allee effect, an ecological phenomenon, has potential in-
fluence on population dynamics [29]. In this paper we establish a type of Holling type III
functional response discrete host–parasite system with Allee effect. Firstly, we analyze the
persistence of this system and obtain the conditions in which the system will be persis-
tent. Then we analyze the stability of four equilibrium points of the system, obtain the
conditions of local stability, and prove that with certain parameters the system allows for
bifurcation. Thirdly, the system is numerically simulated, and it can be observed that when
the host’s intrinsic growth rate differs, the system will undergo both a flip bifurcation and
a Neimark–Sacker bifurcation. Finally, the comparative analysis of population affected by
both presence and absence of the Allee effect is given. According to the figures, we find that
the Allee effect not only reduces the complexity of population dynamics, but also acceler-
ates the extinction of a system. Therefore, we suppose that the Allee effect can condition
the dynamic changes of a system.
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We also know from numerical simulation that the behavior of the system after a long
time depends not only on the initial state, but also on the size of parameters. Slight changes
in the parameter values and initial values may greatly influence the dynamic behavior of
population [30–34].
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