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#### Abstract

In the paper, we introduce a new notion of reduced linear $c$-shift operator $L_{c}^{r} f$, and with the aid of this new operator, we study the uniqueness of meromorphic functions $f(z)$ and $L_{c}^{r} f$ sharing two or more values in the extended complex plane. The results obtained in the paper significantly improve a number of existing results. Further, using the notion of weighted sharing of sets, we deal the same problem. We exhibit a handful number of examples to justify certain statements relevant to the content of the paper. We are also able to determine the form of the function that coincides with its reduced linear $c$-shift operator. At the end of the paper, we pose an open question for future research.
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## 1 Introduction and results

At the outset, we assume that the readers are familiar with the standard notations and basic results of Nevanlinna's value distribution theory (see [6, 14]). Let $f$ be a nonconstant meromorphic functions defined in the open complex plane $\mathbb{C}$.
We recall that $T(r, f)$ denotes the Nevanlinna characteristic function of a nonconstant meromorphic function $f$ and $N\left(r, \frac{1}{f-a}\right)=N(r ; a ; f)\left(\bar{N}\left(r, \frac{1}{f-a}\right)=\bar{N}(r ; a ; f)\right)$ denotes the counting function (reduced counting function) of $a$-points of a meromorphic function $f$.

We need the following definitions and notations.

Definition 1.1 For a nonconstant meromorphic function $f$ and $S \subset \mathbb{C} \cup\{\infty\}$, let

$$
E_{f}(S)=\bigcup_{a \in S}\{(z, p) \in \mathbb{C} \times \mathbb{N}: f(z)=a \text { with multiplicity } p\}
$$

and

$$
\bar{E}_{f}(S)=\bigcup_{a \in S}\{(z, 1) \in \mathbb{C} \times \mathbb{N}: f(z)=a\} .
$$

Then we say that $f$ and $g$ share the set $S \mathrm{CM}(\mathrm{IM})$ if $E_{f}(S)=E_{g}(S)\left(\bar{E}_{f}(S)=\bar{E}_{g}(S)\right)$.

When $S$ is a singleton set, the definition coincides with the traditional definition of value sharing.
In 2001, Lahiri [8, 9] introduced the definition of weighted sharing, which plays a key role in uniqueness theory as far as relaxation of sharing is concerned. In terms of Definition 1.1, weighted sharing of sets can be expressed as follows.

Definition 1.2 ([9]) Let $p$ be a nonnegative integer or infinity. For $a \in \mathbb{C} \cup\{\infty\}$, we denote by $E_{p}(a ; f)$ the set of all $a$-points of $f$, where an $a$-point of multiplicity $m$ is counted $m$ times if $m \leq p$ and $p+1$ times if $m>p$. For $S \subset \mathbb{C} \cup\{\infty\}$, we define $E_{f}(S ; k)=\bigcup_{a \in S} E_{k}(a ; f)$, where $k$ is a nonnegative integer or infinity. If $E_{f}(S ; k)=E_{g}(S ; k)$, then we say that $f$ and $g$ share the set $S$ with weight $k$ and write it as $(S, k)$.

Clearly, $E_{f}(S)=E_{f}(S, \infty)$ and $\bar{E}_{f}(S)=E_{f}(S, 0)$.

Definition 1.3 ([8]) We denote by $N_{2}(r, a ; f)$ the sum $\bar{N}(r, a ; f)+\bar{N}(r, a ; f \mid \geq 2)$.

Let $c$ be a nonzero complex constant, and let $f(z)$ be a meromorphic function. The shift operator is denoted by $f(z+c)$. Also, we use the notations $\Delta_{c} f$ and $\Delta_{c}^{k} f$ to denote the difference and $k$ th-order difference operators of $f(z)$, which are defined respectively by

$$
\Delta_{c} f(z)=f(z+c)-f(z), \quad \Delta_{c}^{k} f(z)=\Delta_{c}\left(\Delta_{c}^{k-1} f(z)\right), \quad k \in \mathbb{N}, k \geq 2
$$

Carefully observing the definitions, we see that all the variants of difference operators are nothing but linear combinations of different shift operators. So generalizing $\Delta_{c}^{k} f$, it will be reasonable to introduce the linear $c$-shift operator $L_{c} f=L_{c}(f)(z)$ as follows:

$$
L_{c} f=L_{c}(f)(z)=\sum_{j=0}^{k} a_{j} f(z+j c),
$$

where $a_{j} \in \mathbb{C}$ for $j=1,2, \ldots, k$ with $a_{k} \neq 0$. For convenience, putting $a_{k}=b_{k}, a_{k-1}=$ $-b_{k-1}, \ldots, a_{0}=(-1)^{k} b_{0}$, where $b_{i}$ are nonzero complex constants with $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$, we get a special operator denoted by $L_{c}^{r} f=L_{c}^{r}(f)(z)$ and call it the reduced linear $c$-shift operator.
Putting $b_{k}=\binom{k}{k}, b_{k-1}=\binom{k}{k-1}, b_{k-2}=\binom{k}{k-2}, \ldots, b_{0}=\binom{k}{0}$ in $L_{c}^{r} f$, we easily verify that $L_{c}^{r}(f)(z)=\Delta_{c}^{k} f$.

The problem of uniqueness of meromorphic functions sharing two values were first initiated by Rubel and Yang [12] as follows.

Theorem A ([12]) Let $f$ be a nonconstant entire function. Iff and $f^{\prime}$ share two distinct values $(a, \infty)$ and $(b, \infty)$, then $f \equiv f^{\prime}$.

In 1979, relaxing the nature of sharing, Mues and Steinmetz [11] improved Theorem A as follows.

Theorem B ([11]) Let $f$ be a nonconstant entire function. Iff and $f^{\prime}$ share two distinct values $(a, 0)$ and $(b, 0)$, then $f \equiv f^{\prime}$.

As derivative and difference operators are two natural extensions of a function, there is an intimate relation between them. So it is natural to investigate an analogous result corresponding to Theorem B under $\Delta_{c} f$.

In this direction, some progress has been made by Zhang and Liao [15].

Theorem C ([15]) Let $f(z)$ be a transcendental entire function of finite order, c be a nonzero constant, and $a, b$ be two distinct finite constants. If $\Delta_{c} f(\not \equiv 0)$ andf share $(a, \infty)$ and $(b, \infty)$, then $f \equiv \Delta_{c} f$. Furthermore, $f(z)$ must be of the form $f(z)=2^{\frac{z}{c}} h(z)$, where $h(z)$ is an entire function with period $c$.

Considering $f(z)=e^{\pi i z}$, Zhang and Liao [15] showed that though $f(z)$ and $\Delta_{1} f$ share 0 CM, Theorem C ceases to hold. From the next example we easily see that in Theorem C, two value sharing cannot even be replaced by one "nonzero" value sharing.

Example 1.1 Let $f(z)=e^{\left(\frac{i \pi}{4}+\frac{1}{2} \log 2\right) \frac{z}{c}}+1+i$. Then $f$ and $\Delta_{c} f=i e^{\left(\frac{i \pi}{4}+\frac{1}{2} \log 2\right) \frac{z}{c}}$ share 1 CM . Here $\Delta_{c} f=\Delta_{c}^{4 n+1} f, n \in \mathbb{N}$.

In fact, we can easily form the following series of examples, rather to say counterexamples, which fortify the fact that in Theorem C, two value sharing cannot be replaced by one "nonzero" value sharing.

Example 1.2 Let $f(z)=e^{\left(\frac{7 i \pi}{4}+\frac{1}{2} \log 2\right) \frac{z}{c}}+1-i$. Then $f$ and $\Delta_{c} f=-i e^{\left(\frac{7 i \pi}{4}+\frac{1}{2} \log 2\right) \frac{z}{c}}$ share 1 CM , where $\Delta_{c} f=\Delta_{c}^{4 n+1} f, n \in \mathbb{N}$.

Example 1.3 Let $f(z)=e^{\frac{i \pi z}{3 c}}+\frac{3}{2}+\frac{\sqrt{3} i}{2}$. Then $f$ and $\Delta_{c} f=\left(-\frac{1}{2}+\frac{\sqrt{3} i}{2}\right) e^{\frac{i \pi z}{3 c}}$ share 1 CM , where $\Delta_{c} f=\Delta_{c}^{3 n+1} f, n \in \mathbb{N}$.

Example 1.4 Let $f(z)=e^{\frac{2 i \pi z}{3 c}}-\frac{1}{2}+\frac{3 \sqrt{3} i}{2}$. Then $f$ and $\Delta_{c} f=\left(-\frac{3}{2}+\frac{\sqrt{3} i}{2}\right) e^{\frac{2 i \pi z}{3 c}}$ share $\sqrt{3} i$ CM.
Example 1.5 Let $f(z)=e^{\frac{4 i \pi z}{3 c}}+\frac{1}{2}+\frac{3 \sqrt{3} i}{2}$. Then $f$ and $\Delta_{c} f=\left(-\frac{3}{2}-\frac{\sqrt{3} i}{2}\right) e^{\frac{4 i \pi z}{3 c}}$ share $\sqrt{3} i$ CM.
Example 1.6 Let $f(z)=e^{\frac{5 i \pi z}{3 c}}+\frac{3}{2}-\frac{\sqrt{3} i}{2}$. Then $f$ and $\Delta_{c} f=\left(-\frac{1}{2}-\frac{\sqrt{3} i}{2}\right) e^{\frac{5 i \pi z}{3 c}}$ share 1 CM , where $\Delta_{c} f=\Delta_{c}^{3 n+1} f, n \in \mathbb{N}$.

We note that in Theorems A, B, and C, researchers are engaged in finding the uniqueness of a function with its first difference operator, but all are practically tacit about higherorder difference operators.
Recently, for meromorphic functions, Jiang and Chen [7] obtained an analogous result corresponding to Theorem C.

Theorem D ([7]) Letf(z) be a nonconstant meromorphic function offinite order such that $N(r, f)=S(r, f)$, let $c \in \mathbb{C}$ be a nonzero constant such that $f(z+c)-f(z) \not \equiv 0$, and let $a$ and $b$ be two nonzero distinct finite complex constants. Iff and $\Delta_{c} f$ share $(a, \infty)$ and $(b, \infty)$, then $f(z+c)=2 f(z)$.

The prime intention of this paper is to improve this theorem for the reduced linear $c$ shift operator. In fact, we have further relaxed the condition over poles in Theorem D. First, we state the following theorem, which improves Theorems C and D.

Theorem 1.1 Let $f$ be a nonconstant meromorphic function offinite order, let c be a constant such that $f(z+c)-f(z) \not \equiv 0$, and let $a, b$ be two distinct nonzero finite constants. Suppose $L_{c}^{r} f$ and $f(z)$ share $(a, \infty)$ and $(b, \infty)$. If $(k+1) N(r, f)+2(k+2) \bar{N}(r, f)<T(r, f)$, then $f \equiv L_{c}^{r} f$.

Earlier in 2013, Chen and Yi [3] took into account the sharing of infinity in the direction of Theorem D. Their result is as follows.

Theorem E ([3]) Let $f(z)$ be a transcendental meromorphic function such that its order of growth $\sigma(f)$ is not an integer or infinite, and let $c \in \mathbb{C}$ be a constant such that $f(z+c) \not \equiv f(z)$. If $\Delta_{c} f(z)$ and $f(z)$ share three distinct values $(a, \infty)$ and $(b, \infty),(\infty, \infty)$, then $f(z+c) \equiv$ $2 f(z)$.

Recently Lu and Lu [10] removed the restriction " $\sigma(f)$ is not an integer" in the theorem and proved the following result.

Theorem $\mathbf{F}$ ([10]) Let $f(z)$ be a transcendental meromorphic function of finite order, and let $c \in \mathbb{C}$ be a constant such that $f(z+c) \not \equiv f(z)$.If $\Delta_{c} f(z)$ and $f(z)$ share three distinct values $(a, \infty),(b, \infty)$, and $(\infty, \infty)$, then $f(z+c) \equiv 2 f(z)$.

Considering Theorems E and F, it will be pertinent to extend the theorems in the direction of Theorem 1.1. In this respect, in the following theorem, we see that at the expense of allowing the sharing of $\{\infty\}$ along with the two shared values in Theorem 1.1, we have been able to remove the inequality and withdrawn the restriction over the sharing values to be nonzero.

Theorem 1.2 Letf be a nonconstant transcendental meromorphic function offinite order that is not of period $c$, and let $a$ and $b$ be two distinct finite constants. Suppose $L_{c}^{r} f$ and $f(z)$ share $(a, \infty),(b, \infty)$, and $(\infty, \infty)$. Then $f \equiv L_{c}^{r} f$.

The following examples satisfy Theorem 1.1 for entire functions when $L_{c}^{r} f=\Delta_{c}^{k} f$ and $L_{c}^{r} f \neq \Delta_{c}^{k} f$.

Example 1.7 Let $f(z)=e^{n z}$. We choose $c=\frac{1}{n} \log 2$. Then for any even integer $k$ and $L_{c}^{r} f=$ $\Delta_{c}^{k} f$, it is easy to verify that the condition of Theorem 1.1 is satisfied and $\Delta_{c}^{k} f=f$.

Example 1.8 Let $f(z)=\sin \left(\frac{\pi z}{c}\right) e^{\frac{z \log \omega}{c}}$, where $c$ is a constant, and $\omega^{k}=1$.
When $k$ is an odd integer, choosing $b_{i}=-1,0 \leq i \leq k$, we have $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$ and $L_{c}^{r} f=\omega^{k} f(z)+\omega^{k-1} f(z)+\omega^{k-2} f(z)+\cdots+f(z)=f(z)$.
When $k$ is an even integer, choosing $b_{i}(1+\omega)+1=\left(b_{0}+b_{k}\right)(1+\omega), 2 \leq i \leq k-1$, and $b_{1}=b_{0}+b_{k}$, we have $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$ and

$$
\begin{aligned}
L_{c}^{r} f & =b_{k} \omega^{k} f(z)+b_{k-1} \omega^{k-1} f(z)+\cdots+b_{0} f(z) \\
& =\left(b_{0}+b_{k}\right) f(z)+b_{k-1} \omega^{k-1} f(z)+b_{k-2} \omega^{k-2} f(z)+\cdots+b_{1} \omega f(z) \\
& =b_{1}(1+\omega) f(z)+\left(\omega^{k-1}+\omega^{k-2}+\cdots+\omega^{2}\right)\left[b_{1}-\frac{1}{(1+\omega)}\right] f(z)=f(z)
\end{aligned}
$$

The following examples satisfy Theorem 1.1 for meromorphic functions when $L_{c}^{r} f=$ $\Delta_{c}^{k} f$ and $L_{c}^{r} f \neq \Delta_{c}^{k} f$.

Example 1.9 Let $f(z)=e^{\frac{z \log 2}{c}} \frac{e^{\frac{6(k+3) \pi z i}{c}}}{e^{\frac{2 \pi z i}{c}-1}}$, where $c$ is a constant. Then for any even integer $k$ and $L_{c}^{r} f=\Delta_{c}^{k} f$, it is easy to verify that the condition of Theorem 1.1 is satisfied and $\Delta_{c}^{k} f=f$.

Example 1.10 Let $f(z)=\frac{e^{\frac{3(k+3) \pi z i}{c}}}{e^{\frac{2 \pi z i}{c}}-1}$, where $c$ is a nonzero constant. Here $f(z+s c)=f(z)$ when $s$ is even, and $=-f(z)$, when $s$ is odd. Then for any even integer $k$, choosing $b_{1}=b_{0}+b_{k}$, $b_{2}=b_{3}=\cdots=b_{k-1}$, and $2 b_{1}+(k-2) b_{i}-1=0,2 \leq i \leq k-1$, we have $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$ and $L_{c}^{r} f=f(z)$.

With the observation as made in Sect. 4, we can construct the following examples satisfying Theorem 1.2 for entire functions when $L_{c}^{r} f=\Delta_{c}^{k} f$ and $L_{c}^{r} f \neq \Delta_{c}^{k} f$.

Example 1.11 Let $f(z)=\left\{\alpha_{1}^{\frac{z}{c}}+\alpha_{2}^{\frac{z}{c}}+\cdots+\alpha_{k}^{\frac{z}{c}}\right\} \exp \left(\frac{2 z \pi i}{c}\right)$. Choosing $\alpha_{i}, 1 \leq i \leq k$, as the roots of the equation $(1-z)^{k}-1=0$, it is easy to verify that $\Delta_{c}^{k} f=f$.

Example 1.12 Let $f(z)=\left\{\alpha_{1}^{\frac{z}{c}}+\alpha_{2}^{\frac{z}{c}}+\cdots+\alpha_{k}^{\frac{z}{c}}\right\} \sin \left(\frac{2 z \pi i}{c}\right)$.
When $k$ is odd integer, $\alpha_{i}, 1 \leq i \leq k$, are the roots of the equation $z^{k}-2 z+1=0$ for choosing $b_{i}=\frac{1}{2}, 0 \leq i \leq k$.
When $k$ is even integer, $\alpha_{i}, 1 \leq i \leq k$, are the roots of the equation $z^{k}-(3-k) z+k-2=0$ for choosing $b_{0}=-\frac{k}{2}, b_{i}=-\frac{1}{2}$ for odd $i$, and $b_{i}=\frac{1}{2}$ for even $i$.

Clearly, in both the cases we have $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$ and $L_{c}^{r} f=f(z)$.

In the same way, with the observation as made in Sect. 4, for a meromorphic function, we can construct the following examples satisfying Theorem 1.2 when $L_{c}^{r} f=\Delta_{c}^{k} f$ and $L_{c}^{r} f \neq \Delta_{c}^{k} f$.

Example 1.13 Let $f(z)=\left\{\alpha_{1}^{\frac{z}{c}}+\alpha_{2}^{\frac{z}{c}}+\cdots+\alpha_{k}^{\frac{z}{c}}\right\} \frac{1}{\sin \left(\frac{2 \pi r i}{c}\right)}$. Here for $L_{c}^{r} f=\Delta_{c}^{k} f$ and $\alpha_{i}, 1 \leq i \leq k$, being the roots of the equation $(1-z)^{k}-1=0$, it is easy to verify that $\Delta_{c}^{k} f=f$.

Remark 1.1 We note that for a suitable choice of $k, \alpha_{i}$ can be determined in Example 1.11 and 1.13 as $\alpha_{1}=0$ for $k=1, \alpha_{1}=0$ and $\alpha_{2}=2$ for $k=2, \alpha_{1}=0, \alpha_{2}=\frac{3+3 i}{2}$, and $\alpha_{2}=\frac{3-3 i}{2}$ for $k=3$, and so on. In fact, instead of the functions chosen in Examples 1.11 and 1.13, any periodic function of period $c$ can be selected.

Example 1.14 Let $f(z)=\left\{\alpha_{1}^{\frac{z}{c}}+\alpha_{2}^{\frac{z}{c}}\right\} \frac{e^{\frac{6(k+3) \pi z i}{c}}}{e^{\frac{2 \pi z i}{c}}-1}$, where $c$ is a nonzero constant.
When $k$ is an odd integer, $\alpha_{i}, i=1,2$, are the roots of the equation $z^{2}-2 z-1=0$ for choosing $b_{0}=\frac{1}{2}, b_{1}=1, b_{2}=\frac{1}{2}$, and $b_{i}=0$ for $3 \leq i \leq k$.
When $k$ is an even integer, $\alpha_{i}, i=1,2$, are the roots of the equation $z^{2}+z=0$ for choosing $b_{0}=1, b_{1}=\frac{1}{2}, b_{2}=-\frac{1}{2}$, and $b_{i}=0$ for $3 \leq i \leq k$.
Clearly, in both the cases, we have $\sum_{j=0}^{k}(-1)^{k-j} b_{j}=0$ and $L_{c}^{r} f=f(z)$.
In the next example, we see that Theorem 1.1 is not valid when $f$ and $\Delta_{c}^{k} f$ share only one finite complex number.

Example 1.15 Let $f(z)=\frac{A e^{d z / c}}{P(t)}+B$, where $A, B, d$, and $c$ are nonzero constants, and let $P(t)$ is a polynomial in $t=\sin ^{2}\left(\frac{\pi z}{c}\right)$ or $\cos ^{2}\left(\frac{\pi z}{c}\right)$. Then for each $k$, we have $\Delta_{c}^{k} f=\frac{A e^{d z / c}\left(e^{d}-1\right)^{k}}{P(t)}$. Now for $\alpha=\frac{B\left(e^{d}-1\right)^{k}}{\left(e^{d}-1\right)^{k}-1}$, it is easy to see that $f$ and $\Delta_{c}^{k} f$ share $\alpha$, but $f \not \equiv \Delta_{c}^{k} f$.

The following example shows that in Theorems 1.1 and 1.2 the relation $f \equiv \Delta_{c} f$ does not hold for a function $f$ of infinite order.

Example 1.16 Let $f(z)=e^{\phi(z)}+A$, where $\phi(z)=e^{\frac{z}{c} \log 2}$, and $c, A$ are nonzero constants. Then $\Delta_{c} f(z)=e^{2 \phi(z)}-e^{\phi(z)}$. Here we see that $f$ and $\Delta_{c} f(z)$ share two nonzero values $(A+$ $1)+\sqrt{A+1}$ and $(A+1)-\sqrt{A+1}$ but $f \not \equiv \Delta_{c} f$.

The next counterexample is an extension of this example for any $\Delta_{c}^{k} f$.
Example 1.17 Let $f(z)=e^{\sin \left(\frac{\pi z}{c}\right)}$, where $c$ is a nonzero constant. Then

$$
\Delta_{c}^{k} f(z)=(-1)^{k-1} 2^{k-1}\left(\frac{1-e^{2 \sin \left(\frac{\pi z}{c}\right)}}{e^{\sin \left(\frac{\pi z}{c}\right)}}\right)
$$

Here we see that $f$ and $\Delta_{c}^{k} f$ share two nonzero values $\pm \sqrt{\frac{(-1)^{k-1} 2^{k-1}}{1+(-1)^{k-1} 2^{k-1}}} C M$, but $f \not \equiv \Delta_{c}^{k} f$.
In view of Theorems 1.1 and 1.2, it is interesting to investigate the conditions under which the conclusions of Theorems 1.1 and 1.2 hold when sharing of the values $a$ and $b$ are relaxed from CM to IM. In our next two theorems, we deal in this regard.

Theorem 1.3 Let $f$ be a nonconstant meromorphic function of finite order, let c be a constant such that $f(z+c)-f(z) \not \equiv 0$, and let $a$ and $b$ be two nonzero distinct finite constants. Suppose $L_{c}^{r} f$ and $f(z)$ share $(a, 0),(b, 0)$. If $3(k+1) N(r, f)+(k+4) \bar{N}(r, f)+3 \bar{N}\left(r, \frac{1}{f}\right)<T(r, f)$, then $f \equiv L_{c}^{r} f$.

Theorem 1.4 Let $f$ be a nonconstant meromorphic function offinite order, let c be a constant such that $f(z+c)-f(z) \not \equiv 0$, and let $a$ and $b$ be two nonzero distinct finite constants. Suppose $L_{c}^{r} f$ and $f(z)$ share $(a, 0),(b, 0)$, and $(\infty, \infty)$. If $(k+1) N(r, f)+(k+4) \bar{N}(r, f)+$ $3 \bar{N}\left(r, \frac{1}{f}\right)<T(r, f)$, then $f \equiv L_{c}^{r} f$.

The following example shows that in Theorem 1.1 or Theorem 1.2, two finite value sharing cannot be replaced by sharing a set containing two elements for $L_{c}^{r} f=\Delta_{c}^{k} f$.

Example 1.18 Let $f(z)=\lambda \frac{\exp \left\{\frac{z}{c} \log (1+\lambda)\right\}}{\sin \left(\frac{2 \pi z}{c}\right)}$, where $c, \lambda$ are constants such that $\lambda^{k+1}=-1$. Then

$$
\Delta_{c}^{k} f(z)=\lambda^{k+1} \frac{\exp \left\{\frac{z}{c} \log (1+\lambda)\right\}}{\sin \left(\frac{2 \pi z}{c}\right)}
$$

Clearly, $f$ and $\Delta_{c}^{k} f$ share the set $\left\{\omega^{p}, \omega^{p+2^{n-1}}\right\}$, where $\omega=e^{\frac{2 \pi i}{2^{n}}}$, and $n$ and $p$ are two integers such that g.c.d. $\left(p, 2^{n}\right)=1$. Here $f \not \equiv \Delta_{c}^{k} f$.

So it is also interesting to see whether the two value sharing results concerning the uniqueness of $f$ and $\Delta_{c}^{k} f$ can be extended up to two set sharing. In this respect, we have the next two theorems, where the functions $f$ and $\Delta_{c}^{k} f$ share two sets.

Theorem 1.5 Let $S_{1}=\left\{a w^{i-1}(z) \mid i=1,2, \ldots, n\right\}$ and $S_{2}=\left\{b u^{i-1}(z) \mid i=1,2, \ldots, m\right\}$, where $w=$ $\exp \left(\frac{2 \pi}{n}\right)$ and $u=\exp \left(\frac{2 \pi}{m}\right)$, and $a$ and $b$ are two constants satisfying $a b \neq 0$ and $a^{2 m n} \neq b^{2 m n}$. Suppose $f(z)$ is a nonconstant meromorphic function of finite order satisfying $E_{f}\left(S_{i}, 2\right)=$ $E_{\Delta_{c}^{k} f}\left(S_{i}, 2\right)$ for $i=1,2$, where $n \geq 9$ and $m \geq 9$ have no common factors. Then $f \equiv \Delta_{c}^{k} f$.

Theorem 1.6 Let $S_{i}$ for $i=1,2$ be defined as in Theorem 1.5. Suppose $f(z)$ is a nonconstant entire function of finite order such that $E_{f}\left(S_{i}, 1\right)=E_{\Delta_{c}^{k} f}\left(S_{i}, 1\right)$ for $i=1,2$, where $n \geq 5$ and $m \geq 5$ have no common factors. Then $f \equiv \Delta_{c}^{k} f$.

The following examples show that Theorems 1.5 and 1.6 are not valid if the two functions $f$ and $\Delta_{c}^{k} f$ share only one set.

Example 1.19 Let $f(z)=\phi(z)$, where $\phi(z)=\frac{\exp \left\{\frac{z}{c} \log (1+\lambda)\right\}}{\sin \left(\frac{2 \pi z}{c}\right)}$, where $c$ is a constant, and for $\zeta=\cos \frac{2 \pi}{n}+i \sin \frac{2 \pi}{n}$, $\lambda$ is a root of the equation $\zeta^{n-1} z^{2 s}-\left(\zeta^{2 n-2}+1\right) z^{s}+\zeta^{n-1}=0$. Then clearly, $\Delta_{c}^{s} f(z)=\zeta^{n-1} \phi(z)$ or $\zeta^{1-n} \phi(z)$. Therefore for a nonzero constant $\alpha, f$ and $\Delta_{c}^{k} f$ share the set $\left\{\alpha, \alpha \zeta, \alpha \zeta^{2}, \ldots, \alpha \zeta^{n-1}\right\}$, but $f \not \equiv \Delta_{c}^{k} f$.

Example 1.20 Let $f(z)=\phi(z)$, where $\phi(z)=\exp \left\{\frac{z}{c} \log (1+\lambda)\right\}$, where $c$ and $\lambda$ are defined as in the previous example. Then clearly, $\Delta_{c}^{s} f(z)=\zeta^{n-1} \phi(z)$. Therefore for a nonzero constant $\alpha, f$ and $\Delta_{c}^{k} f$ share the set $\left\{\alpha, \alpha \zeta, \alpha \zeta^{2}, \ldots, \alpha \zeta^{n-1}\right\}$, but $f \not \equiv \Delta_{c}^{k} f$.

Note 1.1 In the previous examples, $f$ and $\Delta_{c}^{k} f$ share the set $\left\{\beta, \beta \zeta, \beta \zeta^{2}, \ldots, \beta \zeta^{k-1}\right\}$, where $\beta \neq \alpha$ is a constant, but $f \not \equiv \Delta_{c}^{k} f$. Note that here $m$ and $n$ have common factors.

Based on Theorems 1.5 and 1.6, it is relevant to investigate whether analogous results can be established by replacing two shared set problem with one shared set together with one shared value. In this regard, we have the following results.

Theorem 1.7 Let $S_{1}$ be the set defined as in Theorem 1.5, and let $S_{2}=\{b\}$, where $a \neq 0$, $b \neq 0$, and $b^{2 n} \neq a^{2 n}$. Suppose $f(z)$ is a nonconstant entire function of finite order such that $E_{f}\left(S_{i}, 1\right)=E_{\Delta_{c}^{k} f}\left(S_{i}, 1\right)$ for $i=1,2$ where $n \geq 5$. Then $f \equiv \Delta_{c}^{k} f$.

However, in the following theorem, we will show that to replace an entire function by a meromorphic one, the set $S_{2}$ must contain two elements.

Theorem 1.8 Let $S_{1}$ be the set defined as in Theorem 1.5, and let $S_{2}=\left\{b_{1}, b_{2}\right\}$, where $b_{1}$ and $b_{2}$ are two distinct nonzero constants such that $b_{1}^{n} \neq b_{2}^{n}, b_{i}^{2 n} \neq a^{2 n}$ for $i=1,2$, and $b_{1}^{n} b_{2}^{n} \neq a^{2 n}$. Suppose $f(z)$ is a nonconstant meromorphic function of finite order such that $E_{f}\left(S_{i}, 2\right)=$ $E_{\Delta_{c}^{k} f}\left(S_{i}, 2\right)$ for $i=1,2$ where $n \geq 9$. Then $f \equiv \Delta_{c}^{k} f$.

As $\Delta_{c} f$ and $\Delta_{c}^{k} f$ are nothing but the derivations from the shift operator $f(z+c)$ of the function $f$, it is interesting to explore whether analogous result corresponding to Theorem 1.1 can be obtained when $f(z)$ and $f(z+c)$ share a set with two elements.
The following examples show that like for the difference operator, it is again not possible for meromorphic and entire functions.

Example 1.21 Let $f(z)=\frac{2 e^{\frac{\pi i z}{c}}}{1+e^{\frac{2 \pi z}{c}}}$, where $c$ is a constant. Then we see that for a nonzero constant $\alpha, f(z)$ and $f(z+c)$ share the set $\{\alpha,-\alpha\}$, but $f(z) \not \equiv f(z+c)$.

Example 1.22 Let $f(z)=\frac{1+e^{\frac{\pi i z}{c}}}{1-\frac{\pi i z}{c}}$, where $c$ is a constant. Then for a nonzero constant $\alpha, f(z)$ and $f(z+c)$ share the set $\left\{\alpha, \frac{1}{\alpha}\right\}$, but $f(z) \not \equiv f(z+c)$.

Example 1.23 Let $f(z)=\sin \left(\frac{\pi z}{2 c}\right)$, where $c$ is a constant. Clearly, $f(z)$ and $f(z+c)$ share the set $\left\{\frac{1}{\sqrt{2}},-\frac{1}{\sqrt{2}}\right\}$, but $f(z) \not \equiv f(z+c)$.

So we have the following results analogous to Theorems 1.7-1.8.

Theorem 1.9 Under the same situation as in Theorem 1.7, if $\Delta_{c}^{k} f$ is replaced by $f(z+c)$, then $f(z) \equiv f(z+c)$.

Theorem 1.10 Under the same situation as in Theorem 1.8, if $\Delta_{c}^{k} f$ is replaced by $f(z+c)$, then $f(z) \equiv f(z+c)$.

## 2 Lemmas

In this section, we present some lemmas, which will be needed to proceed further.
Lemma 2.1 ([14]) Let $f(z)$ be a nonconstant meromorphic function, and let $d_{j}(j=1, \ldots, q)$ be q distinct complex numbers. Then we have

$$
m\left(r, \sum_{j=1}^{q} \frac{1}{f-d_{j}}\right)=\sum_{j=1}^{q} m\left(r, \frac{1}{f-d_{j}}\right)+O(1)
$$

Lemma $2.2([4,5])$ Let f be a meromorphic function of finite order, and let $\eta$ be a nonzero complex constant. Then

$$
m\left(r, \frac{f(z+\eta)}{f(z)}\right)+m\left(r, \frac{f(z)}{f(z+\eta)}\right)=S(r, f) .
$$

Lemma 2.3 ([5]) Let $f(z)$ be a meromorphic function of finite order, and let $c \neq 0$ be fixed. Then

$$
\begin{aligned}
& \bar{N}(r, f(z+c)) \leq \bar{N}(r, f(z))+S(r, f), \\
& N(r, f(z+c)) \leq N(r, f(z))+S(r, f) .
\end{aligned}
$$

Lemma 2.4 ([7]) Let $f(z)$ be a nonconstant meromorphic function in $\mathbb{C}$. Let $d_{1}, d_{2}, \ldots, d_{n}$ be $n \geq 1$ distinct complex numbers. Then we have

$$
\begin{align*}
& \sum_{j=1}^{n} m\left(r, \frac{1}{f-d_{j}}\right) \leq m\left(r, \frac{1}{f^{\prime}}\right)+S(r, f),  \tag{2.1}\\
& \sum_{j=1}^{n} m\left(r, \frac{1}{f-d_{j}}\right) \leq m\left(r, \frac{1}{\Delta_{c} f}\right)+S(r, f) . \tag{2.2}
\end{align*}
$$

Lemma 2.5 Let $f(z)$ be a nonconstant meromorphic function in $\mathbb{C}$. Let $d_{1}, d_{2}, \ldots, d_{n}$ be $n \geq 1$ distinct complex numbers. Then we have

$$
\begin{equation*}
\sum_{j=1}^{n} m\left(r, \frac{1}{f-d_{j}}\right) \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+S(r, f) . \tag{2.3}
\end{equation*}
$$

Proof From the definition of $L_{c}^{r} f$ we have

$$
\begin{aligned}
L_{c}^{r} f= & \sum_{s=0}^{k}(-1)^{k-s} b_{s} f(z+s c) \\
= & b_{k}[f(z+k c)-f(z+\overline{k-1} c)]-\left(b_{k-1}-b_{k}\right)[f(z+\overline{k-1} c)-f(z+\overline{k-2} c)] \\
& +\left(b_{k-2}-b_{k-1}+b_{k}\right)[f(z+\overline{k-2} c)-f(z+\overline{k-3} c)]-\cdots+(-1)^{k-1} \\
& \times\left(b_{1}-b_{2}+b_{3}-\cdots+(-1)^{k-1} b_{k}\right)[f(z+c)-f(z)] .
\end{aligned}
$$

By Lemmas 2.1 and 2.2 we have

$$
\begin{aligned}
\sum_{j=1}^{n} m\left(r, \frac{1}{f-d_{j}}\right. & =m\left(r, \sum_{j=1}^{n} \frac{1}{f-d_{j}}\right)+O(1) \\
& =m\left(r, \frac{1}{L_{c}^{r} f} \cdot \sum_{j=1}^{n} \frac{L_{c}^{r} f}{f-d_{j}}\right)+O(1) \\
& \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+m\left(r, \sum_{j=1}^{n} \frac{L_{c}^{r} f}{f-d_{j}}\right)+O(1) \\
& =m\left(r, \frac{1}{L_{c}^{r} f}\right)+\sum_{j=1}^{n} m\left(r, \frac{L_{c}^{r} f}{f-d_{j}}\right)+O(1) \\
& \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+S(r, f) .
\end{aligned}
$$

Lemma 2.6 ([4]) Letf(z) be a meromorphic function offinite order $\rho$, and let c be a nonzero complex constant. Then, for each $\epsilon>0$. we have

$$
T(r, f(z+c))=T(r, f(z))+O\left(r^{\rho-1+\epsilon}\right)+O(\log r) .
$$

Lemma 2.7 Let $f(z)$ be a meromorphic function of finite order, and let $c \in \mathbb{C} \backslash\{0\}$ be fixed. Then $S\left(r, L_{c}^{r} f\right)$ can be replaced by $S(r, f)$.

Proof In view of Lemmas 2.3 and 2.6, we have

$$
\begin{aligned}
T\left(r, L_{c}^{r} f\right) & =m\left(r, L_{c}^{r} f\right)+N\left(r, L_{c}^{r} f\right) \\
& \leq m\left(r, \frac{L_{c}^{r} f}{f}\right)+m(r, f)+N\left(r, L_{c}^{r} f\right)+o(T(r, f)) \leq(k+1+o(1)) T(r, f)
\end{aligned}
$$

and the lemma follows.

Lemma 2.8 ([13]) Let $F$ and $G$ be two nonconstant meromorphic functions such that $F$ and $G$ share the values $(1, \infty)$ and $(\infty, \infty)$. If

$$
\limsup _{r \rightarrow \infty} \frac{N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+2 \bar{N}(r, \infty ; F)}{T(r)}<1, \quad r \in I
$$

where $T(r)=\max \{T(r, F), T(r, G)\}$, then $F \equiv G$ or $F . G \equiv 1$.

Lemma 2.9 ([2]) Let F and G share (1, 2). Then one of the following cases occurs:
(i) $T(r, F) \leq N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+N_{2}(r, \infty ; F)+N_{2}(r, \infty ; G)$

$$
+S(r, F)+S(r, G), \quad \text { the same inequality holds for } T(r, G) ;
$$

(ii) $F \equiv G$;
(iii) $\quad F . G \equiv 1$.

Lemma 2.10 ([1]) Let $F$ and $G$ be nonconstant meromorphic functions defined in $\mathbb{C}$ such that they share $(1,1)$, and let

$$
H=\left(\frac{F^{\prime \prime}}{F^{\prime}}-\frac{2 F^{\prime}}{F-1}\right)-\left(\frac{G^{\prime \prime}}{G^{\prime}}-\frac{2 G^{\prime}}{G-1}\right) \not \equiv 0 .
$$

Then

$$
\begin{aligned}
T(r, F) \leq & N_{2}(r, 0 ; F)+N_{2}(r, \infty ; F)+N_{2}(r, 0 ; G)+N_{2}(r, \infty ; G) \\
& +\frac{1}{2} \bar{N}(r, 0 ; F)+\frac{1}{2} \bar{N}(r, \infty ; F)+S(r, F)+S(r, G)
\end{aligned}
$$

## 3 Proofs of theorems

Proof of Theorem 1.1 Assume that $f \not \equiv L_{c}^{r} f$.
Using Lemma 2.7, we have

$$
\begin{align*}
& \bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{L_{c}^{r} f-f}\right) \\
& \quad \leq T\left(r, L_{c}^{r} f-f\right)+S(r, f) \\
& \quad=m\left(r, L_{c}^{r} f-f\right)+N\left(r, L_{c}^{r} f-f\right)+S(r, f) \\
& \quad=m\left(r, f\left(\frac{L_{c}^{r} f}{f}-1\right)\right)+N\left(r, L_{c}^{r} f-f\right)+S(r, f) \\
& \quad \leq m(r, f)+m\left(r, \frac{L_{c}^{r} f}{f}-1\right)+N\left(r, L_{c}^{r} f-f\right)+S(r, f) \\
& \quad \leq m(r, f)+N\left(r, L_{c}^{r} f-f\right)+S(r, f) \tag{3.1}
\end{align*}
$$

From (3.1), in view of Lemma 2.3, we have

$$
\begin{aligned}
& \bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq T(r, f)+N\left(r, L_{c}^{r} f\right)+S(r, f) \\
& \leq T(r, f)+(k+1) N(r, f)+S(r, f) \tag{3.2}
\end{align*}
$$

Let

$$
\begin{equation*}
U=\frac{\left(L_{c}^{r} f\right)^{\prime}}{L_{c}^{r} f-a}-\frac{f^{\prime}}{f-a} \tag{3.3}
\end{equation*}
$$

## Case 1. Suppose $U \not \equiv 0$.

As $L_{c}^{r} f$ and $f(z)$ share $(a, \infty)$, in view of Lemmas 2.3 and 2.7, a simple calculation yields

$$
\begin{align*}
N(r, \infty ; U) & \leq \bar{N}\left(r, \infty ; L_{c}^{r} f\right)+\bar{N}(r, \infty ; f)+\bar{N}_{*}\left(r, a ; L_{c}^{r} f, f\right)+S(r, f) \\
& \leq(k+2) \bar{N}(r, f)+S(r, f) \tag{3.4}
\end{align*}
$$

Again using the logarithmic derivative theorem and Lemma 2.7, we get

$$
\begin{equation*}
m(r, U) \leq S\left(r, L_{c}^{r} f\right)+S(r, f)=S(r, f) \tag{3.5}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{U}{f-b}=\frac{\left(L_{c}^{r} f\right)^{\prime}}{L_{c}^{r} f\left(L_{c}^{r} f-a\right)} \frac{L_{c}^{r} f}{f-b}-\frac{f^{\prime}}{(f-a)(f-b)} . \tag{3.6}
\end{equation*}
$$

So in view of the first fundamental theorem, (3.4), (3.5), and Lemmas 2.2 and 2.7, we get

$$
\begin{align*}
& m\left(r, \frac{1}{f-b}\right) \\
&= m\left(r, \frac{1}{U}\right)+m\left(r, \frac{U}{f-b}\right) \\
& \leq T(r, U)+m\left(r, \frac{\left(L_{c}^{r} f\right)^{\prime}}{L_{c}^{r} f\left(L_{c}^{r} f-a\right)}\right)+m\left(r, \frac{L_{c}^{r} f}{f-b}\right) \\
&+m\left(r, \frac{f^{\prime}}{(f-a)(f-b)}\right)+O(1) \\
& \leq T(r, U)+m\left(r, \frac{\left(L_{c}^{r} f\right)^{\prime}}{a}\left(\frac{1}{\left(L_{c}^{r} f-a\right)}-\frac{1}{L_{c}^{r} f}\right)\right)+m\left(r, \frac{L_{c}^{r} f}{f-b}\right) \\
&+m\left(r, \frac{f^{\prime}}{(a-b)}\left(\frac{1}{f-a)}-\frac{1}{(f-b)}\right)\right)+S(r, f) \\
& \leq(k+2) \bar{N}(r, f)+S\left(r, L_{c}^{r} f\right)+S(r, f) \leq(k+2) \bar{N}(r, f)+S(r, f) . \tag{3.7}
\end{align*}
$$

In a similar manner, we can show that

$$
\begin{equation*}
m\left(r, \frac{1}{f-a}\right) \leq(k+2) \bar{N}(r, f)+S(r, f) \tag{3.8}
\end{equation*}
$$

Now from (3.2), (3.7), and (3.8), applying the first fundamental theorem, we obtain

$$
2 T(r, f)+O(1)
$$

$$
\begin{align*}
& =m\left(r, \frac{1}{f-a}\right)+m\left(r, \frac{1}{f-b}\right)+N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \\
& \leq T(r, f)+(k+1) N(r, f)+2(k+2) \bar{N}(r, f)+S(r, f), \tag{3.9}
\end{align*}
$$

which implies

$$
T(r, f) \leq(k+1) N(r, f)+2(k+2) \bar{N}(r, f)+S(r, f)
$$

a contradiction.
Case 2. Next, suppose $U \equiv 0$.
Integrating we get

$$
\left(L_{c}^{r} f-a\right)=C_{1}(f-a),
$$

where $C_{1}$ is a nonzero constant. In a similar way, we can get

$$
\left(L_{c}^{r} f-b\right)=C_{2}(f-b),
$$

where $C_{2}$ is a nonzero constant. If either of $C_{1}=1$ or $C_{2}=1$, then we are done. If $C_{1} \neq 1$ and $C_{2} \neq 1$, then from the last two equations, after simple calculations, we get

$$
\left(C_{1}-C_{2}\right) f(z)=C_{1} a-C_{2} b+b-a .
$$

If $C_{1} \neq C_{2}$, then $f$ is a constant, a contradiction. Therefore $C_{1}=C_{2}$, and hence $C_{1}(a-b)=$ $(a-b)$. As $a$ and $b$ are distinct, we have $C_{1}=C_{2}=1$, and so $f \equiv L_{c}^{r} f$.

Proof of Theorem 1.2 Suppose $f \not \equiv L_{c}^{r} f$.
Case 1. $a b \neq 0$.
Since $f$ and $L_{c}^{r} f$ share $(\infty, \infty)$, we have $N(r, f)=N\left(r, L_{c}^{r} f\right)$, and hence any pole of $L_{c}^{r} f$ or $f$ of multiplicity $p$ must be a pole of $L_{c}^{r} f-f$ of multiplicity $\leq p$, that is, $N\left(r, L_{c}^{r} f-f\right) \leq N(r, f)$.
So (3.1) reduces to

$$
\begin{align*}
& \bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \leq T(r, f)+S(r, f) . \tag{3.10}
\end{align*}
$$

Let $U$ be defined as in (3.3).
Case 1.1 First, suppose $U \not \equiv 0$.
As $L_{c}^{r} f$ and $f(z)$ share $(a, \infty),(\infty, \infty)$, in view of Lemma 2.7, we clearly have

$$
\begin{equation*}
N(r, \infty ; U) \leq \bar{N}_{*}\left(r, \infty ; L_{c}^{r} f, f\right)+\bar{N}_{*}\left(r, a ; L_{c}^{r} f, f\right)=S(r, f) \tag{3.11}
\end{equation*}
$$

Next, using (3.6), the first fundamental theorem, (3.5), (3.11), Lemmas 2.2 and 2.7 and proceeding in the same way as in Theorem 1.1, we see that (3.7) changes to

$$
\begin{equation*}
m\left(r, \frac{1}{f-b}\right) \leq S\left(r, L_{c}^{r} f\right)+S(r, f)=S(r, f) \tag{3.12}
\end{equation*}
$$

In a similar manner, we can show that

$$
\begin{equation*}
m\left(r, \frac{1}{f-a}\right)=S(r, f) \tag{3.13}
\end{equation*}
$$

Now from (3.10), (3.12), and (3.13), applying the first fundamental theorem, similarly to (3.9), we obtain

$$
\begin{aligned}
& 2 T(r, f)+O(1) \\
& \quad=m\left(r, \frac{1}{f-a}\right)+m\left(r, \frac{1}{f-b}\right)+N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \\
& \quad \leq T(r, f)+S(r, f),
\end{aligned}
$$

which implies

$$
T(r, f) \leq S(r, f)
$$

a contradiction.
Case 1.2. Next, suppose $U \equiv 0$.
Here we can prove the theorem in the same way as in Theorem 1.1. So we omit the details.
Case 2. Let $a b=0$.
Without loss of generality, we suppose that $b=0$. Let us consider the function

$$
\begin{equation*}
\Phi=\frac{\left(L_{c}^{r} f\right)\left(L_{c}^{r} f-f\right)}{f(f-a)} \tag{3.14}
\end{equation*}
$$

Case 2.1. First, suppose $\Phi \not \equiv 0$.
Let $z_{0}$ be a zero of $f-a$ or that of $f$ of multiplicity $p$. As $L_{c}^{r} f$ and $f(z)$ share $(a, \infty)$ and $(0, \infty)$, clearly, $a$ - or 0 -points of $f$ will not be poles of $\Phi$. Noting that $f$ is a transcendental meromorphic function, each zero of $f$ of multiplicity $p$ will be a zero of $\Phi$ of multiplicity $\geq p$. Similarly, any pole of $f$ of multiplicity $q$ would be a pole of $L_{c}^{r} f-f$ of multiplicity $s \leq q$ and hence a pole of $\Phi$ of multiplicity $q+s-2 q \leq 0$. It follows that $\Phi$ has no pole. Also, from (3.14), Lemma 2.2, and the first fundamental theorem we have

$$
\begin{equation*}
m(r, \Phi) \leq m\left(r, \frac{L_{c}^{r} f}{f-a}\right)+m\left(r,\left(\frac{L_{c}^{r} f}{f}-1\right)\right)+S(r, f) \leq S(r, f) \tag{3.15}
\end{equation*}
$$

So using the fact that $\Phi$ has no pole, from (3.15) we see that $S(r, \Phi)$ can be replaced by $S(r, f)$. Hence, in view of the first fundamental theorem, we have

$$
\begin{align*}
N\left(r, \frac{1}{f}\right) & \leq N\left(r, \frac{1}{\Phi}\right)+S(r, f) \leq T\left(r, \frac{1}{\Phi}\right)-m\left(r, \frac{1}{\Phi}\right)+S(r, f) \\
& \leq T(r, \Phi)-m\left(r, \frac{1}{\Phi}\right)+S(r, f) \\
& \leq-m\left(r, \frac{1}{\Phi}\right)+S(r, f) \tag{3.16}
\end{align*}
$$

Again from Lemma 2.2 we note that

$$
\begin{align*}
& m\left(r, \frac{1}{f}\right) \\
& \quad \leq m\left(r, \frac{1}{\Phi}\right)+m\left(r,\left(\frac{L_{c}^{r} f\left(L_{c}^{r} f-f\right)}{f^{2}(f-a)}\right)\right)+S(r, f) \\
& \quad \leq m\left(r, \frac{1}{\Phi}\right)+m\left(r, \frac{L_{c}^{r} f}{a}\left\{\frac{1}{f-a}-\frac{1}{f}\right\}\right)+m\left(r,\left(\frac{L_{c}^{r} f}{f}-1\right)\right)+S(r, f) \\
& \quad \leq m\left(r, \frac{1}{\Phi}\right)+S(r, f) . \tag{3.17}
\end{align*}
$$

Using (3.17) in (3.16), from the first fundamental theorem we get

$$
T(r, f) \leq S(r, f)
$$

a contradiction.
Case 2.2. Next, suppose $\Phi \equiv 0$.
As we have $f \not \equiv L_{c}^{r} f$, clearly, $L_{c}^{r} f \equiv 0$, a contradiction. Hence the theorem follows.

Proof of Theorem 1.3 Assume that $f \not \equiv L_{c}^{r} f$.
For two complex constants $a$ and $b$ and two nonconstant meromorphic functions $f$ and $g$, by $N(r, a ; f \mid g=b)(N(r, a ; f \mid g \neq b))$ we mean the counting function of those $a$-points of $f$ that are (not) the $b$-points of $g$, where an $a$-point of $f$ is counted according to its multiplicity. Again for a positive integer $s$, by $N(r, a ; f \mid=s)$ we mean the reduced counting function of those $a$-points of $f$ that are of multiplicity exactly $s$.
As $L_{c}^{r} f$ and $f$ share $(a, 0)$ and $(b, 0)$, we see that an $a(b)$-point of $f$ whose multiplicity is greater than that of $L_{c}^{r} f$ is counted at least once in $N\left(r, \frac{1}{L_{c}^{r} f-f}\right)$. Thus

$$
\begin{aligned}
& \bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{L_{c}^{r} f-f}\right)+\{\bar{N}(r, a ; f \mid=2)+2 \bar{N}(r, a ; f \mid=3)+3 \bar{N}(r, a ; f \mid=4)+\cdots\} \\
& \quad+\{\bar{N}(r, b ; f \mid=2)+2 \bar{N}(r, b ; f \mid=3)+3 \bar{N}(r, b ; f \mid=4)+\cdots\} \\
& \quad \leq N\left(r, \frac{1}{L_{c}^{r} f-f}\right)+N\left(r, 0 ; f^{\prime} \mid f \neq 0\right) \\
& \quad \leq N\left(r, \frac{1}{L_{c}^{r} f-f}\right)+N\left(r, \overline{f^{\prime}}\right) \\
& \quad \leq N\left(r, \frac{1}{L_{c}^{r} f-f}\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right) .
\end{aligned}
$$

So (3.2) reduces to

$$
\bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right)
$$

$$
\begin{align*}
& \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \\
& \leq T(r, f)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) . \tag{3.18}
\end{align*}
$$

Now from Lemma 2.5 we see that

$$
\begin{equation*}
m\left(r, \frac{1}{f-a}\right)+m\left(r, \frac{1}{f-b}\right) \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+S(r, f) \tag{3.19}
\end{equation*}
$$

which, in view of (3.18) and the first fundamental theorem, yields

$$
\begin{equation*}
T(r, f) \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.20}
\end{equation*}
$$

Since

$$
\begin{aligned}
& N\left(r, \frac{1}{L_{c}^{r} f-a}\right)-\bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+N\left(r, \frac{1}{L_{c}^{r} f-b}\right)-\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{\left(L_{c}^{r} f\right)^{\prime}}\right)+S(r, f),
\end{aligned}
$$

we get from (3.18) that

$$
\begin{align*}
& N\left(r, \frac{1}{L_{c}^{r} f-a}\right)+N\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq T(r, f)+N\left(r, L_{c}^{r} f\right)+N\left(r, \frac{1}{\left(L_{c}^{r} f\right)^{\prime}}\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.21}
\end{align*}
$$

Again from (2.1) of Lemma 2.4 we notice that

$$
\begin{equation*}
m\left(r, \frac{1}{L_{c}^{r} f}\right)+m\left(r, \frac{1}{L_{c}^{r} f-a}\right)+m\left(r, \frac{1}{L_{c}^{r} f-b}\right) \leq m\left(r, \frac{1}{\left(L_{c}^{r} f\right)^{\prime}}\right)+S(r, f) \tag{3.22}
\end{equation*}
$$

So from (2.3), (3.21), and (3.22), using Lemmas 2.5 and 2.7 and applying the first fundamental theorem, we obtain

$$
\begin{aligned}
& m\left(r, \frac{1}{L_{c}^{r} f}\right)+2 T\left(r, L_{c}^{r} f\right)+O(1) \\
& \quad= m\left(r, \frac{1}{L_{c}^{r} f}\right)+m\left(r, \frac{1}{L_{c}^{r} f-a}\right)+m\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
&+N\left(r, \frac{1}{L_{c}^{r} f-a}\right)+N\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq T\left(r, \frac{1}{\left(L_{c}^{r} f\right)^{\prime}}\right)+T(r, f)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \quad \leq T(r, f)+m\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+N\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \quad \leq T(r, f)+m\left(r, \frac{\left(L_{c}^{r} f\right)^{\prime}}{L_{c}^{r} f}\right)+m\left(r, L_{c}^{r} f\right)+N\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)
\end{aligned}
$$

$$
\begin{aligned}
& +\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
\leq & T(r, f)+T\left(r, L_{c}^{r} f\right)+N\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f)
\end{aligned}
$$

Thus, in view of (3.20), we get

$$
\begin{equation*}
T\left(r, L_{c}^{r} f\right) \leq N\left(r, L_{c}^{r} f\right)+N\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+2 \bar{N}(r, f)+2 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.23}
\end{equation*}
$$

Finally, using Lemmas 2.3 and 2.7 and (3.23) in (3.20), we get

$$
\begin{aligned}
T(r, f) & \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \leq T\left(r, L_{c}^{r} f\right)+N\left(r, L_{c}^{r} f\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \leq 2 N\left(r, L_{c}^{r} f\right)+N\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+3 \bar{N}(r, f)+3 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \leq 3 N\left(r, L_{c}^{r} f\right)+\bar{N}\left(r, L_{c}^{r} f\right)+3 \bar{N}(r, f)+3 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \\
& \leq 3(k+1) N(r, f)+(k+4) \bar{N}(r, f)+3 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f),
\end{aligned}
$$

which is a contradiction, and so $f \equiv L_{c}^{r} f$.

Proof of Theorem 1.4 Here we proceed with the same argument as in Theorem 1.3.
So (3.2) reduces to

$$
\begin{align*}
& \bar{N}\left(r, \frac{1}{L_{c}^{r} f-a}\right)+\bar{N}\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq N\left(r, \frac{1}{f-a}\right)+N\left(r, \frac{1}{f-b}\right) \leq T(r, f)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) . \tag{3.24}
\end{align*}
$$

Thus, in view of (3.19), using Lemma 2.5 and applying the first fundamental theorem, we get

$$
\begin{equation*}
T(r, f) \leq m\left(r, \frac{1}{L_{c}^{r} f}\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.25}
\end{equation*}
$$

Hence (3.21) reduces to

$$
\begin{align*}
& N\left(r, \frac{1}{L_{c}^{r} f-a}\right)+N\left(r, \frac{1}{L_{c}^{r} f-b}\right) \\
& \quad \leq T(r, f)+N\left(r, \frac{1}{\left(L_{c}^{r} f\right)^{\prime}}\right)+\bar{N}(r, f)+\bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.26}
\end{align*}
$$

Hence (3.23) reduces to

$$
\begin{equation*}
T\left(r, L_{c}^{r} f\right) \leq \bar{N}\left(r,\left(L_{c}^{r} f\right)^{\prime}\right)+2 \bar{N}(r, f)+2 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f) \tag{3.27}
\end{equation*}
$$

Finally, by (3.25) and (3.27) we get

$$
T(r, f) \leq(k+1) N(r, f)+(k+4) \bar{N}(r, f)+3 \bar{N}\left(r, \frac{1}{f}\right)+S(r, f),
$$

which is a contradiction, and so $f \equiv L_{c}^{r} f$.
Proof of Theorem 1.5 Let $F_{1}=\left(\frac{f}{a}\right)^{n}, G_{1}=\left(\frac{\Delta_{c}^{k} f}{a}\right)^{n}$ and $F_{2}=\left(\frac{f}{b}\right)^{m}, G_{2}=\left(\frac{\Delta_{c}^{k} f}{b}\right)^{m}$. By the statement of the theorem it follows that $F_{i}$ and $G_{i}$ share $(1,2)$ for $i=1,2$.

First, suppose that (i) of Lemma 2.9 holds. Then we get

$$
T\left(r, F_{1}\right) \leq N_{2}\left(r, 0 ; F_{1}\right)+N_{2}\left(r, 0 ; G_{1}\right)+N_{2}\left(r, \infty ; F_{1}\right)+N_{2}\left(r, \infty ; G_{1}\right)+S\left(r, F_{1}\right)+S\left(r, G_{1}\right),
$$

that is,

$$
\begin{aligned}
n T(r, f) \leq & 2 \bar{N}\left(r, \frac{1}{f}\right)+2 \bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+2 \bar{N}(r, f)+2 \bar{N}\left(r, \Delta_{c}^{k} f\right) \\
& +S(r, f)+S\left(r, \Delta_{c}^{k} f\right)
\end{aligned}
$$

In a similar way, we can obtain

$$
\begin{aligned}
n T\left(r, \Delta_{c}^{k} f\right) \leq & 2 \bar{N}\left(r, \frac{1}{f}\right)+2 \bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+2 \bar{N}(r, f)+2 \bar{N}\left(r, \Delta_{c}^{k} f\right) \\
& +S(r, f)+S\left(r, \Delta_{c}^{k} f\right)
\end{aligned}
$$

Thus

$$
\begin{aligned}
& n\left\{T(r, f)+T\left(r, \Delta_{c}^{k} f\right)\right\} \\
& \leq 4\left\{\bar{N}\left(r, \frac{1}{f}\right)+\bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+\bar{N}(r, f)+\bar{N}\left(r, \Delta_{c}^{k} f\right)\right\}+S(r, f)+S\left(r, \Delta_{c}^{k} f\right) \\
& \leq 8\left\{T(r, f)+T\left(r, \Delta_{c}^{k} f\right)\right\}+S(r, f)+S\left(r, \Delta_{c}^{k} f\right)
\end{aligned}
$$

which is a contradiction for $n \geq 9$.
Next, considering cases (ii) and (iii) of Lemma 2.9, we get

$$
\begin{equation*}
F_{1} \equiv G_{1}, \quad \text { i.e., } f \equiv t_{1} \Delta_{c}^{k} f \tag{3.28}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{1} . G_{1} \equiv 1, \quad \text { i.e., } f . \Delta_{c}^{k} f \equiv s_{1}, \tag{3.29}
\end{equation*}
$$

where $t_{1}^{n}=1$ and $s_{1}^{n}=a^{2 n}$.
Also,

$$
\begin{equation*}
F_{2} \equiv G_{2}, \quad \text { i.e., } f \equiv t_{2} \Delta_{a}^{k} f \tag{3.30}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{2} . G_{2} \equiv 1, \quad \text { i.e., } f . \Delta_{c}^{k} f \equiv s_{2}, \tag{3.31}
\end{equation*}
$$

where $t_{2}^{m}=1$ and $s_{2}^{m}=b^{2 m}$.
(1) Assume that (3.28) and (3.30) hold. Then $t_{1}=t_{2}$. Since $t_{1}^{n}=t_{2}^{m}=1$, where $n$ and $m$ are coprime, we get that $t_{1}=t_{2}=1$. It follows that $f \equiv \Delta_{c}^{k} f$.
(2) Assume that (3.28) and (3.31) hold. Then $t_{1}\left(\Delta_{G}^{k} f\right)^{2}=s_{2}$, which is impossible.
(3) Assume that (3.30) and (3.31) hold. Similarly to the argument as in (2), we obtain an impossible situation.
(4) Assume that (3.29) and (3.31) hold. Then $s_{1}=s_{2}$. Thus $a^{2 m n}=s_{1}^{m n}=s_{2}^{m n}=b^{2 m n}$, which is impossible.

Proof of Theorem 1.6 Let $F_{1}=\left(\frac{f}{a}\right)^{n}, G_{1}=\left(\frac{\Delta_{c}^{k} f}{a}\right)^{n}$ and $F_{2}=\left(\frac{f}{b}\right)^{m}, G_{2}=\left(\frac{\Delta_{c}^{k} f}{b}\right)^{m}$. By the statement of the theorem it follows that $F_{i}$ and $G_{i}$ share $(1,1)$ for $i=1,2$.

Let

$$
\left(\frac{F_{i}^{\prime \prime}}{F_{i}^{\prime}}-\frac{2 F_{i}^{\prime}}{F_{i}-1}\right)-\left(\frac{G_{i}^{\prime \prime}}{G_{i}^{\prime}}-\frac{2 G_{i}^{\prime}}{G_{i}-1}\right) \not \equiv 0 \quad \text { for } i=1,2
$$

Now considering the functions $F_{1}$ and $G_{1}$, from Lemma 2.9 we get

$$
\begin{aligned}
T\left(r, F_{1}\right) \leq & N_{2}\left(r, 0 ; F_{1}\right)+N_{2}\left(r, 0 ; G_{1}\right)+N_{2}\left(r, \infty ; F_{1}\right)+N_{2}\left(r, \infty ; G_{1}\right)+\frac{1}{2} \bar{N}\left(r, 0 ; F_{1}\right) \\
& +\frac{1}{2} \bar{N}\left(r, \infty ; F_{1}\right)+S\left(r, F_{1}\right)+S\left(r, G_{1}\right)
\end{aligned}
$$

Now as $f$ and $\Delta_{c}^{k} f$ are entire functions, we have

$$
n T(r, f) \leq 2 \bar{N}\left(r, \frac{1}{f}\right)+2 \bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+\frac{1}{2} \bar{N}\left(r, \frac{1}{f}\right)+S(r, f)+S\left(r, \Delta_{c}^{k} f\right)
$$

In a similar way, we obtain

$$
n T\left(r, \Delta_{c}^{k} f\right) \leq 2 \bar{N}\left(r, \frac{1}{f}\right)+2 \bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+\frac{1}{2} \bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)+S(r, f)+S\left(r, \Delta_{c}^{k} f\right)
$$

Thus

$$
\begin{aligned}
& n\left\{T(r, f)+T\left(r, \Delta_{c}^{k} f\right)\right\} \\
& \leq 4\left\{\bar{N}\left(r, \frac{1}{f}\right)+\bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)\right\}+\frac{1}{2}\left\{\bar{N}\left(r, \frac{1}{f}\right)+\bar{N}\left(r, \frac{1}{\Delta_{c}^{k} f}\right)\right\} \\
&+S(r, f)+S\left(r, \Delta_{c}^{k} f\right) \\
& \leq \frac{9}{2}\left\{T(r, f)+T\left(r, \Delta_{c}^{k} f\right)\right\}+S(r, f)+S\left(r, \Delta_{c}^{k} f\right),
\end{aligned}
$$

which is a contradiction for $n \geq 5$.
A similar contradiction holds for $m \geq 5$ while considering the functions $F_{2}$ and $G_{2}$.

Next, suppose

$$
\left(\frac{F_{i}^{\prime \prime}}{F_{i}^{\prime}}-\frac{2 F_{i}^{\prime}}{F_{i}-1}\right)-\left(\frac{G_{i}^{\prime \prime}}{G_{i}^{\prime}}-\frac{2 G_{i}^{\prime}}{G_{i}-1}\right) \equiv 0 \quad \text { for } i=1,2
$$

Now considering the functions $F_{1}$ and $G_{1}$, by integration we get

$$
\begin{equation*}
\frac{F_{1}^{\prime}}{\left(F_{1}-1\right)^{2}} \equiv A \frac{G_{1}^{\prime}}{\left(G_{1}-1\right)^{2}} \tag{3.32}
\end{equation*}
$$

where $A$ is a nonzero constant.
From this we obtain that $T\left(r, F_{1}\right)=T\left(r, G_{1}\right)+O(1)$, that is, $T\left(r, \Delta_{c}^{k} f\right)=T(r, f)+O(1)$.
Also, (3.32) implies that $F_{1}$ and $G_{1}$ share $(1, \infty)$.
Again, as $F_{1}$ and $G_{1}$ are entire functions, we can say that $F_{1}$ and $G_{1}$ share $(\infty, \infty)$ and

$$
N\left(r, \infty ; F_{1}\right)=N\left(r, \infty ; G_{1}\right)=0 .
$$

Now it is obvious that

$$
N_{2}\left(r, 0 ; F_{1}\right) \leq 2 N\left(r, \frac{1}{f}\right) \leq 2 T(r, f)+O(1) .
$$

Also, we obtain

$$
N\left(r, 0 ; G_{1}\right) \leq 2 T\left(r, \Delta_{c}^{k} f\right)+O(1) \leq 2 T(r, f)+S(r, f)
$$

So

$$
\limsup _{r \rightarrow \infty} \frac{N_{2}(r, 0 ; F)+N_{2}(r, 0 ; G)+2 \bar{N}(r, \infty ; F)}{T(r)} \leq \frac{4}{n}<1
$$

for $n \geq 5$. Thus using Lemma 2.8, we get $F_{1}=G_{1}$ or $F_{1} \cdot G_{1}=1$.
Similarly, $F_{2}=G_{2}$ or $F_{2}, G_{2}=1$.
Now if we take

$$
F_{1} . G_{1} \equiv 1, \quad \text { i.e., } f^{n}\left(\Delta_{c}^{k} f\right)^{n} \equiv a^{2 n}
$$

then as $f$ and $\Delta_{c}^{k} f$ are both entire functions, we get $N\left(r, \infty ; \frac{\Delta_{c}^{k} f}{f}\right) \leq N\left(r, \frac{1}{f}\right)$.
Therefore

$$
\begin{aligned}
2 n T(r, f) & =2 T\left(r, F_{1}\right)+O(1) \leq T\left(r, \frac{1}{F_{1}^{2}}\right)+S(r, f) \\
& \leq T\left(r,\left(\frac{\Delta_{c}^{k} f}{f}\right)^{n}\right) \leq n T\left(r, \frac{\Delta_{c}^{k} f}{f}\right)+S(r, f) \leq n T(r, f)+S(r, f),
\end{aligned}
$$

which is a contradiction. So we have $F_{1} \equiv G_{1}$, that is, $f \equiv t_{1}\left(\Delta_{c}^{k} f\right)$, where $t_{1}^{n}=1$. Similarly, we have $f \equiv t_{2} \Delta_{a}^{k} f$, where $t_{2}^{m}=1$.
Thus in the same way as in Theorem 1.5, we get $f \equiv \Delta_{c}^{k} f$.

Proof of Theorem 1.7 Since $E_{f}\left(S_{1}, 1\right)=E_{\Delta_{c}^{k} f}\left(S_{1}, 1\right)$, in the line of the proof of Theorem 1.6, we can see that

$$
\begin{equation*}
f \equiv t\left(\Delta_{c}^{k} f\right) \tag{3.33}
\end{equation*}
$$

where $t^{n}=1$.
Now if $b$ is a Picard value of $f$, by the assumption $E_{f}\left(S_{2}, 1\right)=E_{\Delta_{c}^{k} f}\left(S_{2}, 1\right)$ we know that $b$ is a Picard value of $\Delta_{c}^{k} f$. Again from (3.33) we see that $(t b)$ is a Picard value of $f$. Since $f$ is an entire function, we have $b=t b$. Thus $t=1$, and hence $f \equiv \Delta_{c}^{k} f$.
If $b$ is not a Picard value of $f$, then there exists $\alpha$ such that $f(\alpha)=\Delta_{c}^{k} f(\alpha)=b$. By (3.33) we obtain $b=t b$. Thus $t=1$, and hence $f \equiv \Delta_{c}^{k} f$.

Proof of Theorem 1.8 Since $E_{f}\left(S_{1}, 2\right)=E_{\Delta_{c}^{k} f}\left(S_{1}, 2\right)$, in the line of the proof of Theorem 1.5, we can see that

$$
\begin{equation*}
f \equiv t\left(\Delta_{c}^{k} f\right) \tag{3.34}
\end{equation*}
$$

where $t^{n}=1$, or

$$
\begin{equation*}
f . \Delta_{c}^{k} f \equiv s \tag{3.35}
\end{equation*}
$$

where $s^{n}=a^{2 n}$. Now we discuss the following cases.
Case 1.
Suppose $f$ and $\Delta_{c}^{k} f$ satisfy (3.34). We discuss the following subcases.

## Subcase 1.1.

Assume that $b_{1}$ is not a Picard value of $f$. Then there exists $\alpha$ such that $f(\alpha)=b_{1}$. Since $E_{f}\left(S_{2}, 2\right)=E_{\Delta_{c}^{k} f}\left(S_{2}, 2\right)$, we obtain $\Delta_{c}^{k} f(\alpha)=b_{1}$ or $\Delta_{c}^{k} f(\alpha)=b_{2}$. If $\Delta_{c}^{k} f(\alpha)=b_{1}$, then by (3.34) we have $b_{1}=t b_{1}$. Thus $t=1$ and $f \equiv \Delta_{c}^{k} f$. If $\Delta_{c}^{k} f(\alpha)=b_{2}$, then by (3.34) we see that $b_{1}=t b_{2}$, which contradicts the assumption $b_{1}^{n} \neq b_{2}^{n}$.

## Subcase 1.2.

Assume that $b_{2}$ is not a Picard value of $f$. Then in the similar way, we have $f \equiv \Delta_{c}^{k} f$.

## Subcase 1.3.

Assume that $b_{1}$ and $b_{2}$ are Picard values of $f$. As $E_{f}\left(S_{1}, 2\right)=E_{\Delta_{c}^{k} f}\left(S_{1}, 2\right), b_{1}$ and $b_{2}$ are Picard values $f$ and $\Delta_{a}^{k} f$. Again by (3.34) we see that $\left(t b_{1}\right)$ and $\left(t b_{2}\right)$ are Picard values of $f$. Since a meromorphic function has at most two Picard values, $b_{1}=t b_{1}$ or $b_{1}=t b_{2}$. If $b_{1}=t b_{1}$, then $t=1$ and $f \equiv \Delta_{a}^{k} f$. If $b_{1}=t b_{2}$, then it contradicts the assumption $b_{1}^{n} \neq b_{2}^{n}$.

Case 2.
Suppose $f$ and $\Delta_{c}^{k} f$ satisfy (3.35). We discuss the following subcases.
Subcase 2.1.
Assume that $b_{1}$ is not a Picard value of $f$. Then there exists $\alpha$ such that $f(\alpha)=b_{1}$. Since $E_{f}\left(S_{2}, 2\right)=E_{\Delta_{c}^{k} f}\left(S_{2}, 2\right)$, we obtain that $\Delta_{c}^{k} f(\alpha)=b_{1}$ or $\Delta_{c}^{k} f(\alpha)=b_{2}$. If $\Delta_{c}^{k} f(\alpha)=b_{1}$, then by (3.35) we have $b_{1}^{2}=s$, which contradicts the assumption $b_{1}^{2 n}=a^{2 n}$. If $\Delta_{c}^{k} f(\alpha)=b_{2}$, then by (3.35) we have $\left(b_{1} b_{2}\right)=s$, which again contradicts the assumption $b_{1}^{n} b_{2}^{n} \neq a^{2 n}$.

## Subcase 2.2.

Assume that $b_{2}$ is not a Picard value of $f$. Then in a similar way, we arrive at a contradiction.

Subcase 2.3.
Assume that $b_{1}$ and $b_{2}$ are Picard values of $f$. Since $E_{f}\left(S_{2}, 2\right)=E_{\Delta_{c}^{k} f}\left(S_{2}, 2\right), b_{1}$ and $b_{2}$ are Picard values of $f$ and $\Delta_{c}^{k} f$. Again by (3.35) we see that $\frac{s}{b_{1}}$ and $\frac{s}{b_{2}}$ are Picard values of $f$. Since a meromorphic function has at most two Picard values, $b_{1}=\frac{s}{b_{1}}$ or $b_{1}=\frac{s}{b_{2}}$, and similarly in both situations, contradiction arises.

Proof of Theorem 1.9 The proof can be carried out in the line of Theorem 1.7.

Proof of Theorem 1.10 The proof can be carried out in the line of Theorem 1.8.

In this section, we have the following observation.

## 4 Observation

Considering $\alpha_{j}(\neq 1)$ for $j=1,2, \ldots, k$ as the roots of $\sum_{j=0}^{k}(-1)^{k-j} b_{j} z^{j}=1$, we claim that the general solution of the relation $L_{c}^{r} f \equiv f$ is of the form

$$
f(z)=\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}}+\cdots+\pi_{k}(z) \alpha_{k}^{\frac{z}{c}},
$$

where $\pi_{i}(z+c)=\pi_{i}(z), 1 \leq i \leq k, c$ being a nonzero constant.
For $k=1$, we see that $L_{c}^{r} f=f$ implies $f(z+c)=\left(\frac{b_{0}+1}{b_{1}}\right) f(z)$. Clearly, in this case the general solution is

$$
f(z)=\pi_{1}(z)\left(\frac{b_{0}+1}{b_{1}}\right)^{\frac{z}{c}}=\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}
$$

where $\alpha_{1}$ is a root of the equation $b_{1} z-b_{0}-1=0$.
Let us verify this fact:

$$
\begin{aligned}
L_{c}^{r} f & =b_{1} f(z+c)-b_{0} f(z) \\
& =b_{1}\left\{\pi_{1}(z+c) \alpha_{1}^{\frac{z+c}{c}}\right\}-b_{0}\left\{\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}\right\} \\
& =\left(b_{1} \alpha_{1}-b_{0}\right) \pi_{1}(z) \alpha_{1}^{\frac{z}{c}} \\
& =\pi_{1}(z) \alpha_{1}^{\frac{z}{c}} \\
& =f(z) .
\end{aligned}
$$

For $k=2$, we see that $L_{c}^{r} f=f$ implies $b_{2} f(z+2 c)-b_{1} f(z+c)+b_{0} f(z)=f(z)$. Let $\alpha_{1}$ and $\alpha_{2}$ be the roots of the equation

$$
b_{2} z^{2}-b_{1} z+b_{0}-1=0
$$

In this case the general solution is of the form

$$
f(z)=\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}} .
$$

Let us verify this fact:

$$
L_{c}^{r} f=b_{2} f(z+2 c)-b_{1} f(z+c)+b_{0} f(z)
$$

$$
\begin{aligned}
= & b_{2}\left\{\pi_{1}(z+2 c) \alpha_{1}^{\frac{z+2 c}{c}}+\pi_{2}(z+2 c) \alpha_{2}^{\frac{z+2 c}{c}}\right\}-b_{1}\left\{\pi_{1}(z+c) \alpha_{1}^{\frac{z+c}{c}}+\pi_{2}(z+c) \alpha_{2}^{\frac{z+c}{c}}\right\} \\
& +b_{0}\left\{\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}}\right\} \\
= & \left(b_{2} \alpha_{1}^{2}-b_{1} \alpha_{1}+b_{0}\right) \pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\left(b_{2} \alpha_{0}^{2}-b_{1} \alpha_{0}+b_{0}\right) \pi_{2}(z) \alpha_{2}^{\frac{z}{c}} \\
= & \pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}} \\
= & f(z) .
\end{aligned}
$$

For $k=m$, we see that $L_{c}^{r} f=f$ implies $b_{m} f(z+m c)-b_{m-1} f(z+\overline{m-1} c)+\cdots+(-1)^{m} b_{0} f(z)=$ $f(z)$. Let $\alpha_{i}, 1 \leq \alpha_{i} \leq m$, be the roots of the equation

$$
b_{m} z^{m}-b_{m-1} z^{m-1}+\cdots+(-1)^{m} b_{0}-1=0
$$

In this case the general solution is of the form

$$
f(z)=\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}}+\cdots+\pi_{m}(z) \alpha_{m}^{\frac{z}{c}},
$$

since

$$
\begin{aligned}
L_{c}^{r} f= & b_{m} f(z+m c)-b_{m-1} f(z+\overline{m-1} c)+\cdots+(-1)^{m} b_{0} f(z) \\
= & b_{m}\left\{\pi_{1}(z+m c) \alpha_{1}^{\frac{z+m c}{c}}+\cdots+\pi_{m}(z+m c) \alpha_{m}^{\frac{z+m c}{c}}\right\}-b_{m-1}\left\{\pi_{1}(z+\overline{m-1} c) \alpha_{1}^{\frac{z+\overline{m-1} c}{c}}\right. \\
& \left.+\cdots+\pi_{m}(z+\overline{m-1} c) \alpha_{m}^{\frac{z+\overline{m-1} c}{c}}\right\}+\cdots+(-1)^{m} b_{0}\left\{\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\cdots+\pi_{m}(z) \alpha_{m}^{\frac{z}{c}}\right\} \\
= & \left\{b_{m} \alpha_{1}^{m}-b_{m-1} \alpha_{1}^{m-1}+\cdots+(-1)^{m} b_{0}\right\} \pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\cdots \\
& +\left\{b_{m} \alpha_{1}^{m}-b_{m-1} \alpha_{1}^{m-1}+\cdots+(-1)^{m} b_{0}\right\} \pi_{m}(z) \alpha_{m}^{\frac{z}{c}} \\
= & \left\{\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\cdots+\pi_{m}(z) \alpha_{m}^{\frac{z}{c}}\right\} \\
= & f(z) .
\end{aligned}
$$

So we conjecture that the general solution of the equation $L_{c}^{r} f=f$ for any integer $k$ is

$$
f(z)=\pi_{1}(z) \alpha_{1}^{\frac{z}{c}}+\pi_{2}(z) \alpha_{2}^{\frac{z}{c}}+\cdots+\pi_{k}(z) \alpha_{k}^{\frac{z}{c}}
$$

where $\pi_{i}(z+c)=\pi_{i}(z), 1 \leq i \leq k$, where $c$ is a constant, and $\alpha_{j}(\neq 1), 1 \leq j \leq k$, are the roots of the equation $\sum_{j=0}^{k}(-1)^{k-j} b_{j} z^{j}=1$.

## 5 An open question

Due to suitable choice of the coefficients of the linear $c$-shift operator, Theorems 1.1 and 1.2 are valid for $L_{c}^{r} f$. So the following question is inevitable:

Do Theorems 1.1 and 1.2 hold if $L_{c} f$ is considered instead of $L_{c}^{r} f$ ?
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