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Abstract
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1 Introduction and preliminaries
In the last decades, two topics have been densely studied: “fixed point theory” and “frac-
tional differential/integral equations”. Relatively, fractional calculus and fractional differ-
ential/integral equations are very fresh topics for the researchers and, recently, several sig-
nificant results have been recorded [1–3]. On the other hand, since the outstanding fixed
point result of Banach [4], a substantial number of papers have been reported. Among
them, we underline the eminent works of Geraghty [5], Boyd and Wong [6], Jaggi [7],
Rhoades [8], and Dass and Gupta [9] which are essential for the main fixed point theo-
rems.

For a non-empty set X equipped with a metric d, we introduce a family of auxiliary
functions h : X × X → [0, 1) such that

lim
n→∞ h(κn, ζn) = 1 �⇒ lim

n→∞ d(κn, ζn) = 0

for all sequences {κn} and {ζn} in X that the sequence {d(κn, ζn)} is decreasing and con-
vergent. The function family, defined above, is represented by A(X) (see, e.g., [10, 11]).

Example 1.1 Let a1, a2 : R×R → [0, 1), defined by
(i) a1(κ, ζ ) = k for some k ∈ (0, 1);

(ii) a2(κ, ζ ) = t
t+κ2+ζ2 for some t ≥ 0.

Then a1, a2 ∈A(R).
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We reserve the letter G for all functions γ : [0,∞) → [0, 1) so that

γ (tn) → 1 implies tn → 0.

A function γ ∈ G is also named Geraghty function.

Example 1.2 On a metric space (X, d), we define a function a : X × X → [0, 1) by

a(κ, ζ ) = γ
(
d(κ, ζ )

)
,

where γ ∈ G . For sequences {κn}, {ζn} in X, if limn→∞ a(κn, ζn) = 1, then limn→∞ γ (d(κn,
ζn)) = 1. Thus

lim
n→∞ d(κn, ζn) = 0.

This implies that a ∈A(X).

By a letter Φ , we present a family of auxiliary functions ϑ from [0,∞) to [0,∞) that are
continuous and non-decreasing such that

ϑ(p) = 0 if and only if p = 0.

From now on, a triplet (X, d, T) represents a structure:
1. A non-empty set X ;
2. A metric on d so that (X, d) is complete;
3. T is a self-mapping on X .

We also define the following inequalities on a triplet (X, d, T):
(I1) ϑ(d(Tκ, Tζ )) ≤ ϑ(d(κ, ζ )) – ψ(d(κ, ζ )) for each κ, ζ ∈ X , where ϑ ,ψ ∈ Φ ;
(I2) d(Tκ, Tζ ) ≤ γ (d(κ, ζ ))d(κ, ζ ) for each κ, ζ ∈ X , where γ ∈ G .

Theorem 1.3 (Dutta and Choudhury [12]) On (X, d, T), if (I1) is fulfilled, then T has a
fixed point.

Theorem 1.4 (Geraghty [5]) On (X, d, T), if (I2) is fulfilled, then T has a fixed point.

Popescu [13] recommended a modification on (triangular-) α-admissible mappings, de-
fined in [14, 15], as follows.

Definition 1.5 ([13]) On a triplet (X, d, T), for a mapping θ : X × X → [0,∞), T is called
θ -orbital admissible if

θ (p, Tp) ≥ 1 ⇒ θ
(
Tp, T2p

) ≥ 1.

In addition, if the inequality

θ (p, q) ≥ 1 and θ (q, Tq) ≥ 1 ⇒ θ (p, Tq) ≥ 1

is fulfilled, then the θ -admissible mapping T is named triangular θ -orbital admissible.
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Notice that each θ -admissible mapping is θ -orbital admissible. For more details and
counter examples, see e.g. [13–17].

In addition to the triplet (X, d, T) structure, if there is a mapping θ : X × X → [0,∞), we
represent it by a quadruplet (X, d, T , θ ). It is clear that (X, d, T , θ ) reduces to (X, d, T) in
case of θ (p, q) = 1 for all p, q ∈ X.

Definition 1.6 ([17]) On a structure (X, d, T , θ ), we say that X is θ -regular if the following
condition is satisfied:

(θ -Regular) If {κn} is a sequence in X such that θ (κn,κn+1) ≥ 1 for all n ∈ N and κn →
κ ∈ X as n → ∞, then there exists a subsequence {κnk } of {κn} such that
θ (κnk ,κ) ≥ 1 for all k.

In the meantime, the fractional calculus which extends the integer order integration and
differentiation to any order is one of the swiftly growing areas of research as a consequence
of the results obtained when the fractional operators were utilized in modeling [18–21].

For better understanding of some real world problems, some researchers suggested re-
cently discovered fractional operators. Among these operators, we mention the ones con-
sidered in [22–26].

On the other hand, by using fixed point theorems, the existence and uniqueness of so-
lutions to differential/integral equations involving fractional operators were studied by a
huge number of researchers. With respect to this issue, we refer to [26–35] and the refer-
ences cited in those articles.

In this paper, we aim to establish some new fixed point theorems and apply the obtained
results to show the existence and uniqueness of solutions to some fractional and integer
order differential equations.

2 Main results
In this section, inspired by Geraghty contraction, we shall define a new class of mappings
and investigate fixed point criteria for such mappings.

Definition 2.1 On a quadruplet (X, d, T , θ ), we define the following inequalities:
(I3) θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(R(κ, ζ )) for all κ, ζ ∈ X ,
(I4) θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(J(κ, ζ )) for all κ, ζ ∈ X ,
(I5) θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(M(κ, ζ )) for all κ, ζ ∈ X ,

where h ∈A(X) and ϑ ∈ Φ , and

R(κ, ζ ) = max

{
d(κ, Tκ)d(ζ , Tζ )

d(κ, ζ )
, d(κ, ζ ), d(κ, Tκ),

d(ζ , Tζ ),
d(κ, Tζ ) + d(ζ , Tκ)

2

}
, (2.1)

J(κ, ζ ) = max

{
d(κ, Tκ)d(ζ , Tζ )

d(κ, ζ )
, d(κ, ζ )

}
, (2.2)

M(κ, ζ ) = max
{

d(κ, ζ ), d(κ, Tκ), d(ζ , Tζ )
}
. (2.3)

We say that T is Jaggi type θ -h-ϑ-contraction (respectively, generalized Jaggi type θ -h-
ϑ-contraction) if (I3) (respectively, (I4)) is satisfied. A mapping T will be named θ -h-ϑ-
contraction if (I5) is fulfilled.
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Now, we prove the following theorem that extends and generalizes some known fixed
point results.

Theorem 2.2 On a quadruplet (X, d, T , θ ), if the following assumptions hold:
(i) inequality (I3) holds;

(ii) T is continuous and forms a triangular θ -orbital admissible;
(iii) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1;

then T has a fixed point.

Proof On account of (iii), there is κ0 ∈ X with

θ (κ0, Tκ0) ≥ 1.

Define an iterative sequence {κn} by κn = Tκn–1 for all n ∈ N. Suppose that for some
positive integer k, we have κk = κk+1. This implies that Tκk = κk+1 = κk , that is, κk is a
fixed point of T . Thus, we shall assume that κn 	= κn+1 for all n = 0, 1, 2, . . . .

On account of inequality (I3), for all n ∈N, we have

ϑ
(
d(κn,κn+1)

) ≤ θ (κn–1,κn)ϑ
(
d(κn,κn+1)

)

= θ (κn–1,κn)ϑ
(
d(Tκn–1, Tκn)

)

≤ h(κn–1,κn)ϑ
(
R(κn–1,κn)

)

< ϑ
(
R(κn–1,κn)

)
. (2.4)

On the other hand,

R(κn–1,κn) = max

{
d(κn–1, Tκn–1)d(κn, Tκn)

d(κn–1,κn)
, d(κn–1,κn), d(κn–1, Tκn–1),

d(κn, Tκn),
d(κn–1, Tκn) + d(κn, Tκn–1)

2

}

= max

{
d(κn,κn+1), d(κn–1,κn), d(κn–1,κn), d(κn,κn+1),

d(κn–1,κn+1) + d(κn,κn)
2

}

= max

{
d(κn–1,κn), d(κn,κn+1),

d(κn–1,κn+1)
2

}

≤ max

{
d(κn–1,κn), d(κn,κn+1),

d(κn–1,κn) + d(κn,κn+1)
2

}

= max
{

d(κn–1,κn), d(κn,κn+1)
}

.

If R(κn–1,κn) = d(κn,κn+1), employing (2.4), we conclude that

ϑ
(
d(κn,κn+1)

)
< ϑ

(
R(κn–1,κn)

)

= ϑ
(
d(κn,κn+1)

)
,
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a contradiction. So, we conclude that, for all n ∈N,

R(κn–1,κn) = d(κn–1,κn). (2.5)

Now, from (2.4) and (2.5), we get that

ϑ
(
d(κn,κn+1)

)
< ϑ

(
d(κn–1,κn)

)
.

Using the monotony of ϑ implies that, for all n ∈N,

d(κn,κn+1) < d(κn–1,κn).

So, the sequence {d(κn,κn+1)} is non-negative and decreasing. Eventually, there exists r ≥
0 such that limn→∞ d(κn,κn+1) = r. Thereafter, we illustrate that r = 0. Suppose, on the
contrary, that r > 0. Then, from (2.4) and (2.5), we have

0 <
ϑ(d(κn,κn+1))
ϑ(d(κn–1,κn))

≤ h(κn–1,κn),

which implies that limn→∞ h(κn–1,κn) = 1. Since h ∈A,

lim
n→∞ d(κn–1,κn) = 0.

It yields r = 0 that is a contradiction. Hereby,

lim
n→∞ d(κn,κn+1) = 0.

As the next step, we indicate that the sequence {κn} is fundamental (Cauchy). Suppose,
on the contrary, that the iterative sequence {κn} is not fundamental. Then there exists
ε > 0 such that, for all k ∈ N, we can find mk ≥ nk > k such that

d(κnk ,κmk ) ≥ ε.

In addition, it may be assumed that

d(κnk ,κmk –1) < ε,

by choosing mk as small as possible. Accordingly, for each k ∈N, we find

ε ≤ d(κnk ,κmk ) ≤ d(κnk ,κmk –1) + d(κmk –1,κmk )

≤ ε + d(κmk –1,κmk ).

Letting k → ∞, we get

lim
n→∞ d(κnk ,κmk ) = ε.
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Note that, for any k ∈N,

ϑ
(
d(κnk +1,κmk +1)

) ≤ θ (κnk ,κmk )ϑ
(
d(κnk +1,κmk +1)

)

= θ (κnk ,κmk )ϑ
(
d(Tκnk , Tκmk )

)

≤ h(κnk ,κmk )ϑ
(
R(κnk ,κmk )

)
. (2.6)

Also, for any k ∈N, we have

R(κnk ,κmk ) = max

{
d(κnk , Tκnk )d(κmk , Tκmk )

d(κnk ,κmk )
, d(κnk ,κmk ), d(κnk , Tκnk ),

d(κmk , Tκmk ),
d(κnk , Tκmk ) + d(κmk , Tκnk )

2

}

= max

{
d(κnk ,κnk +1)d(κmk ,κmk +1)

d(κnk ,κmk )
, d(κk ,κmk ), d(κnk ,κnk +1),

d(κmk ,κmk +1),
d(κnk ,κmk +1) + d(κmk ,κnk +1)

2

}

≤ max

{
d(κnk ,κnk +1)d(κmk ,κmk +1)

d(κnk ,κmk )
, d(κnk ,κmk ), d(κnk ,κnk +1),

d(κmk ,κmk +1),

d(κnk ,κmk ) + d(κmk ,κmk +1) + d(κmk ,κnk ) + d(κnk ,κnk +1)
2

}
.

Keeping limk→∞ d(κnk ,κnk +1) = 0 in mind, the above inequality yields that

lim
k→∞

R(κnk ,κmk ) = lim
k→∞

d(κnk ,κmk ). (2.7)

On account of the triangular inequality and letting k → ∞, we derive

lim
k→∞

d(κnk ,κmk ) ≤ lim
k→∞

(
d(κnk ,κnk +1) + d(κnk +1,κmk +1) + d(κmk +1,κmk )

)

= lim
k→∞

d(κnk +1,κmk +1). (2.8)

Keeping the continuity of ϑ in mind and combining (2.6), (2.7), and (2.8), we get

lim
k→∞

ϑ
(
d(κnk ,κmk )

) ≤ lim
k→∞

h(κnk ,κmk ) lim
k→∞

ϑ
(
d(κnk ,κmk )

)
.

Since limk→∞ d(κnk ,κmk ) = ε > 0, we deduce that

lim
k→∞

h(κnk ,κmk ) = 1.

Since h ∈A(X), then

lim
k→∞

d(κnk ,κmk ) = 0.



Karapınar et al. Advances in Difference Equations        (2019) 2019:421 Page 7 of 25

It is a contradiction. As a result, the iterative sequence {κn} is Cauchy. Consequently, there
exists κ∗ ∈ X such that limn→∞ κn = κ

∗. Regarding the continuity of T , we find

lim
n→∞κn+1 = lim

n→∞ Tκn = Tκ
∗.

Thus Tκ
∗ = κ

∗. �

Definition 2.3 On a structure (X, d, T , θ ), we consider the following inequality:
(I6) θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(Q(κ, ζ )) for all κ, ζ ∈ X ,

where h ∈A(X), ϑ ∈ Φ , and

Q(κ, ζ ) = max

{
d(κ, Tκ)[1 + d(η, Tη)]

1 + d(κ, ζ )
,

d(ζ , Tζ )[1 + d(κ, Tκ)]
1 + d(κ, ζ )

, d(κ, ζ )
}

. (2.9)

A self-mapping T is called a generalized Dass–Gupta type θ -h-ϑ-contraction if (I4) is
satisfied.

Theorem 2.4 On (X, d, T , θ ), we assume that
(i) inequality (I6) holds;

(ii) T is continuous and triangular θ -orbital admissible;
(iii) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1.

Then T has a fixed point.

Proof From condition (iii), there exists κ0 ∈ X such that

θ (κ0, Tκ0) ≥ 1.

Define the sequence {κn} by κn = Tκn–1 for all n ∈ N. Suppose that, for some positive
integer k, we have κk = κk+1. This implies that Tκk = κk+1 = κk , that is, κk is a fixed point
of T . So, we can assume that κn 	= κn+1, n = 0, 1, 2, . . . .

Taking inequality (I6) into account, we find

ϑ
(
d(κn,κn+1)

) ≤ θ (κn–1,κn)ϑ
(
d(κn,κn+1)

)

= θ (κn–1,κn)ϑ
(
d(Tκn–1, Tκn)

)

≤ h(κn–1,κn)ϑ
(
Q(κn–1,κn)

)

< ϑ
(
Q(κn–1,κn)

)
. (2.10)

On the other hand,

Q(κn–1,κn) = max

{
d(κn–1, Tκn–1)[1 + d(κn, Tκn)]

1 + d(κn–1,κn)
,

d(κn, Tκn)[1 + d(κn–1, Tκn–1)]
1 + d(κn–1,κn)

,

d(κn–1,κn)
}

= max

{
d(κn–1,κn)[1 + d(κn,κn+1)]

1 + d(κn–1,κn)
,

d(κn,κn+1)[1 + d(κn–1,κn)]
1 + d(κn–1,κn)

,
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d(κn–1,κn)
}

= max

{
d(κn–1,κn)[1 + d(κn,κn+1)]

1 + d(κn–1,κn)
, d(κn,κn+1), d(κn–1,κn)

}
.

If d(κn–1,κn) ≤ d(κn,κn+1), then Q(κn–1,κn) = d(κn,κn+1), applying (2.4), we deduce that

ϑ
(
d(κn,κn+1)

)
< ϑ

(
Q(κn–1,κn)

)

= ϑ
(
d(κn,κn+1)

)
,

which yields a contradiction. Accordingly, we find

Q(κn–1,κn) = d(κn–1,κn) (2.11)

for all n ∈N. On account of (2.4) and (2.5), we derive that

ϑ
(
d(κn,κn+1)

)
< ϑ

(
d(κn–1,κn)

)
.

Employing the monotonicity of ϑ , we get

d(κn,κn+1) < d(κn–1,κn)

for all n ∈ N. As a result, we deduce that {d(κn,κn+1)} is a non-negative and decreasing
sequence. As an immediate consequence, we conclude that there exists r ≥ 0 such that
limn→∞ d(κn,κn+1) = r. In what follows, we assert that the limit r = 0. Suppose, on the
contrary, that r > 0. Then, from (2.4) and (2.5), we have

0 <
ϑ(d(κn,κn+1))
ϑ(d(κn–1,κn))

≤ h(κn–1,κn),

which implies that limn→∞ h(κn–1,κn) = 1. Since h ∈A(X),

lim
n→∞ d(κn–1,κn) = 0 = r.

It contradicts our assumption. Therefore

r = lim
n→∞ d(κn,κn+1) = 0.

In the sequel, we shall affirm that the sequence {κn} is fundamental (Cauchy) sequence.
Suppose, on the contrary, that {κn} is not a fundamental sequence. Accordingly, there
exists ε > 0 such that, for all k ∈N, we can find mk ≥ nk > k such that

d(κnk ,κmk ) ≥ ε.

Also, choosing mk as small as possible, it may be assumed that

d(κnk ,κmk –1) < ε.
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Accordingly, for each k ∈N, we have

ε ≤ d(κnk ,κmk ) ≤ d(κnk ,κmk –1) + d(κmk –1,κmk )

≤ ε + d(κmk –1,κmk ).

As k → ∞ in the inequality above, we get

lim
n→∞ d(κnk ,κmk ) = ε.

Note that, for any k ∈N,

ϑ
(
d(κnk +1,κmk +1)

) ≤ θ (κnk ,κmk )ϑ
(
d(κnk +1,κmk +1)

)

= θ (κnk ,κmk )ϑ
(
d(Tκnk , Tκmk )

)

≤ h(κnk ,κmk )ϑ
(
Q(κnk ,κmk )

)
. (2.12)

Also, for any k ∈N, we have

Q(κnk ,κmk ) = max

{
d(κnk , Tκnk )[1 + d(κmk , Tκmk )]

1 + d(κnk ,κmk )
,

d(κmk , Tκmk )[1 + d(κnk , Tκnk )]
1 + d(κnk ,κmk )

, d(κnk ,κmk )
}

= max

{
d(κnk ,κnk +1)[1 + d(κmk ,κmk +1)]

1 + d(κnk ,κmk )
,

d(κmk ,κmk +1)[1 + d(κnk ,κnk +1)]
1 + d(κnk ,κmk )

, d(κnk ,κmk )
}

.

On the other hand, on account of the observation limk→∞ d(κnk ,κnk +1) = 0, we find

lim
k→∞

Q(κnk ,κmk ) = lim
k→∞

d(κnk ,κmk ). (2.13)

On account of the triangular inequality and taking the limit as n → ∞, we derive

lim
k→∞

d(κnk ,κmk ) ≤ lim
k→∞

(
d(κnk ,κnk +1) + d(κnk +1,κmk +1) + d(κmk +1,κmk )

)

= lim
k→∞

d(κnk +1,κmk +1). (2.14)

Combining (2.12), (2.13), and (2.14) with the continuity of ϑ , we conclude that

lim
k→∞

ϑ
(
d(κnk ,κmk )

) ≤ lim
k→∞

h(κnk ,κmk ) lim
k→∞

ϑ
(
d(κnk ,κmk )

)
.

Keeping the assumption limk→∞ d(κnk ,κmk ) = ε > 0 in mind, we deduce that

lim
k→∞

h(κnk ,κmk ) = 1.
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Regarding that h ∈A(X), we get

lim
k→∞

d(κnk ,κmk ) = 0,

a contradiction. As a result, the sequence {κn} is fundamental. Furthermore, there exists
κ

∗ ∈ X such that limn→∞ κn = κ
∗. Since T is a continuous function, therefore

lim
n→∞κn+1 = lim

n→∞ Tκn = Tκ
∗.

Thus Tκ
∗ = κ

∗. �

Definition 2.5 On a quadruplet (X, d, T , θ ), we define
(I3)∗ θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(R(κ, ζ )) for all κ, ζ ∈ X ,

where h ∈A(X) and ϑ ∈ Φ , and R(κ, ζ ) is defined as in (2.1), under the condition

lim
n→∞ h(κn, ζn) = 1 �⇒ lim

n→∞ d(Tκn, Tζn) = 0

for all sequences {κn}, {ζn} ⊆ X that θ (κn, ζn) 	= 0, ∀n ∈ N. We say that T is a generalized
Jaggi type θ -h-ϑ-contraction if (I3)∗ is satisfied.

Instead of the continuity condition, in Theorem 2.2, we propose that X is θ -regular, as
follows.

Theorem 2.6 On a quadruplet (X, d, T , θ ), if the following assumptions hold:
(i) inequality (I3)∗ holds;

(ii) X is θ -regular and T is continuous and forms triangular θ -orbital admissible;
(iii) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1;

then T has a fixed point.

Proof From condition (iii), there exists κ0 ∈ X such that

θ (κ0, Tκ0) ≥ 1.

Define the sequence {κn} by κn = Tκn–1 for all n ∈ N. Following the related lines in the
proof of Theorem 2.2, we know that the sequence {κn} is convergent to some κ

∗ ∈ X and
θ (κn,κn+1) ≥ 1 for all n ∈N. Since the sequence X is θ -regular, there exists a subsequence
{κnk } with θ (κnk ,κ∗) ≥ 1 for each k ∈ N. Without loss of generality, we assume that

θ
(
κn,κ∗) ≥ 1 for all n ∈N. (2.15)

Applying (2.15), for all n ∈N, we get

ϑ
(
d
(
κn+1, Tκ

∗)) = ϑ
(
d
(
Tκn, Tκ

∗))

≤ θ
(
κn,κ∗)ϑ

(
d
(
Tκn, Tκ

∗))

≤ h
(
κn,κ∗)ϑ

(
R
(
κn,κ∗)). (2.16)
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Also, we have

R
(
κn,κ∗) = max

{
d(κn, Tκn)d(κ∗, Tκ

∗)
d(κn,κ∗)

, d
(
κn,κ∗), d(κn, Tκn), d

(
κ

∗, Tκ
∗),

d(κn, Tκ
∗) + d(κ∗, Tκn)

2

}

= max

{
d(κn,κn+1)d(κ∗, Tκ

∗)
d(κn,κ∗)

, d
(
κn,κ∗), d(κn,κn+1), d

(
κ

∗, Tκ
∗),

d(κn, Tκ
∗) + d(κ∗,κn+1)

2

}
.

Since limn→∞ d(κn,κ∗) = 0, then limn→∞ R(κn,κ∗) = d(κ∗, Tκ
∗). Applying (2.10) and the

continuity of ϑ , we get limn→∞ h(κn,κ∗) = 1, and so

d
(
κ

∗, Tκ
∗) = lim

n→∞ d
(
Tκn, Tκ

∗) = 0.

Therefore Tκ
∗ = κ

∗. �

Definition 2.7 On a structure (X, d, T , θ ), we consider the following inequality:
(I6)∗ θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(Q(κ, ζ )) for all κ, ζ ∈ X ,

where h ∈A(X), ϑ ∈ Φ , and Q(κ, ζ ) is defined as in (2.9) under the condition

lim
n→∞ h(κn, ζn) = 1 �⇒ lim

n→∞ d(Tκn, Tζn) = 0

for all sequences {κn}, {ζn} ⊆ X that θ (κn, ζn) 	= 0, ∀n ∈N.

Theorem 2.8 For (X, d, T , θ ), we assume that
(i) inequality (I6)∗ holds;

(ii) X is θ -regular and T triangular θ -orbital admissible;
(iii) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1.

Then T has a fixed point.

We skipped the proof since it is verbatim of the proof of Theorem 2.6.
In what follows, we consider the uniqueness of the derived fixed point of certain map-

pings that are mentioned in the theorems above. Let Fix(T) = {κ ∈ X : T(κ) = κ}. We
propose the following criteria for the uniqueness:

(H0) For all p, q ∈ Fix(T), we have θ (p, q) ≥ 1.

Theorem 2.9 In addition to the assumptions of Theorem 2.2 (resp. Theorem 2.6), if (H1)
holds, then the obtained fixed point in Theorem 2.2 (resp. Theorem 2.6) is unique.

Proof Let κ∗, ζ ∗ ∈ X be two distinct fixed points of T , that is, κ∗ 	= ζ ∗. Due to (H0), we
have θ (κ∗, ζ ∗) ≥ 1. Herewith

ϑ
(
d
(
κ

∗, ζ ∗)) = ϑ
(
d
(
Tκ

∗, Tζ ∗))

≤ θ
(
κ

∗, ζ ∗)ϑ
(
d
(
Tκ

∗, Tζ ∗))
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≤ h
(
κ

∗, ζ ∗)ϑ
(
R
(
κ

∗, ζ ∗))

< ϑ
(
R
(
κ

∗, ζ ∗)). (2.17)

Besides, we have

R
(
κ

∗, ζ ∗) = max

{
d(κ∗, Tκ

∗)d(ζ ∗, Tζ ∗)
d(κ∗, ζ ∗)

, d
(
κ

∗, ζ ∗), d
(
κ

∗, Tκ
∗), d

(
ζ ∗, Tζ ∗),

d(κ∗, Tζ ∗) + d(ζ ∗, Tκ
∗)

2

}
.

= d
(
κ

∗, ζ ∗). (2.18)

Combining (2.17) and (2.18), we have ϑ(d(κ∗, ζ ∗)) < ϑ(d(κ∗, ζ ∗)), a contradiction. Even-
tually, it implies that κ∗ = ζ ∗. �

Theorem 2.10 In addition to the assumptions of Theorem 2.4 (resp. Theorem 2.8), if (H0)
holds, then the obtained fixed point in Theorem 2.4 (resp. Theorem 2.8) is unique.

The following example illustrates our results.

Example 2.11 Consider X = [0,∞) with the usual metric. If T : X → X is the mapping
defined as

T(κ) = ln
(
1 + 5κ2), ∀κ ∈ X,

then T is not a contraction mapping. Also, define θ : X × X → [0,∞) as follows:

θ (κ, ζ ) =

⎧
⎨

⎩
1, κ, ζ ∈ [0, 1

10 ],

0, otherwise.

Let ϑ(t) = t, for all t ≥ 0, and h : X × X → [0, 1) be a function defined by

h(κ, ζ ) =

⎧
⎨

⎩

arctan 5|κ2–ζ2|
5|κ2–ζ2| , κ 	= ζ ,

0, κ = ζ .

In the sequel, we show that T is a generalized θ -h-ϑ-contraction type mapping. It is easy
to see that h ∈A(R) and ϑ ∈ Φ . Since

ln(1 + t) ≤ arctan(t) for all t ∈ [0, 1], (2.19)

thus, for all κ, ζ ∈ [0, 1
10 ], we get

θ (κ, ζ )ϑ
(
d(Tκ, Tζ )

)
=

∣∣
∣∣ln

(
1 + 4κ2

1 + ζ 2

)∣∣
∣∣

≤ ln
(
1 + 5

∣
∣
κ

2 – ζ 2∣∣)

≤ arctan
(
5
∣∣
κ

2 – ζ 2∣∣)
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=
arctan(5|κ2 – ζ 2|)

5|κ2 – ζ 2| 5
∣
∣
κ

2 – ζ 2∣∣

≤ arctan(5|κ2 – y2|)
5|κ2 – ζ 2| |κ – ζ |

= h(κ, ζ )ϑ
(
d(κ, ζ )

)

≤ h(κ, ζ )ϑ
(
R(κ, ζ )

)
.

If κ > 1
10 or ζ > 1

10 , then θ (κ, ζ ) = 0, and so θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ h(κ, ζ )ϑ(R(κ, ζ )).
Hence T is a generalized θ -h-ϑ-contraction type mapping. Obviously, other hypotheses
of Theorem 2.2 are satisfied. Therefore T has a fixed point. Note that κ∗ = 0 is the fixed
point of T .

3 Particular cases
In this section, we consider some immediate consequences of our main results. We start
this section by introducing the following class of auxiliary mappings:

Let Ψ be the class of all upper semi-continuous from the right functions ψ : [0,∞) →
[0,∞) such that ψ–1{0} = {0} and ψ(t) < t for all t > 0.

First of all, we note that Theorem 2.9 (respectively, Theorem 2.2 and Theorem 2.6) is
still valid if we replace the contraction inequality (2.1) with inequality (2.2) or inequality
(2.3).

For this goal, we first define the following inequalities on a quadruplet (X, d, T , θ ):
(I7) θ (κ, ζ )ϑ(d(Tκ, Tζ )) ≤ γ (ϑ(R(κ, ζ )))ϑ(R(κ, ζ )) for each κ, ζ ∈ X , where ϑ ∈ Φ ,

γ ∈ G , and R(κ, ζ ) is as in (2.1);
(I8) ϑ(d(Tκ, Tζ )) ≤ γ (ϑ(R(κ, ζ )))ϑ(R(κ, ζ )) for all κ, ζ ∈ X , where ϑ ∈ Φ , γ ∈ G , and

R(κ, ζ ) is as in (2.1);
(I9) θ (κ, ζ )d(Tκ, Tζ ) ≤ γ (ϑ(M(κ, ζ )))ϑ(M(κ, ζ )) for all κ, ζ ∈ X ; where ϑ ∈ Φ , γ ∈ G ,

and M(κ, ζ ) is as in (2.3) (named “generalized θ -Geraghty contraction mappings”);
(I10) θ (κ, ζ )d(Tκ, Tζ ) ≤ γ ((d(κ, ζ )))d(κ, ζ ) for all κ, ζ ∈ X ;
(I11) ϑ(d(Tκ, Tζ )) ≤ ϑ(d(κ, ζ )) – ψ(d(κ, ζ )) for all κ, ζ ∈ X , where ϑ ,ψ ∈ Φ ;
(I12) d(Tκ, Tζ ) ≤ ψ(d(κ, ζ )) for all κ, ζ ∈ X , where ψ ∈ Ψ .

Corollary 3.1 For (X, d, T , θ ), we suppose that the following conditions are satisfied:
(i) inequality (I7) is satisfied;

(ii) T is triangular θ -orbital admissible and either T is continuous or X is θ -regular;
(iii) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1.

Then T has a fixed point.

Proof Define h : X × X → [0,∞) by

h(κ, ζ ) = γ (ϑ
(
R(κ, ζ )

)
for all κ, ζ ∈ X.

Suppose that {κn}, {ζn} ⊆ X are such that limn→∞ h(κn, ζn) = 1. Then

lim
n→∞ϑ(R(κn, ζn) = 0.
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Since ϑ is continuous and ϑ–1{0} = 0, then limn→∞ R(κn, ζn) = 0. This implies that

lim
n→∞ d(κn, ζn) = lim

n→∞ d(κn, Tκn) = lim
n→∞ d(ζn, Tζn) = 0. (3.1)

Hence h ∈A(X), and so by (I7) we have

θ (κ, ζ )ϑ
(
d(Tκ, Tζ )

) ≤ h(κ, ζ )ϑ
(
R(κ, ζ )

)
for all κ, ζ ∈ X.

Therefore T is a generalized θ -h-ϑ-contraction type mapping. Also applying (3.1) and
triangular inequality implies that limn→∞ d(Tκn, Tζn) = 0. Hence all the hypotheses of
Theorems 2.2 and 2.6 are satisfied. Thus T has a fixed point κ∗ ∈ X, and {Tnx0} converges
to κ

∗. �

Corollary 3.2 On a setting (X, d, T , θ ), if (I8) is fulfilled with the assumption that T is
continuous, then there exists a unique fixed point.

Sketch of the proof If θ (κ, ζ ) = 1 in Corollary 3.1 for all κ, ζ ∈ X, then deduce the existence
of a fixed point. Uniqueness is followed by Theorem 2.9.

We deduce the main results of [17] as follows.

Corollary 3.3 ([17]) On a setting (X, d, T , θ ), if (I9) is fulfilled with the following assump-
tions:

(a) T is triangular θ -orbital admissible and either T is continuous or X is θ -regular;
(b) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1;

then T has a fixed point.

Proof Define h : X × X → [0,∞) by

h(κ, ζ ) = γ (ϑ
(
M(κ, ζ )

)
for all κ, ζ ∈ X.

Similar to Corollary 3.1, we can show that h ∈A(X) and, for any sequences {κn}, {ζn} ⊆ X,

lim
n→∞ h(κn, ζn) = 1 �⇒ lim

n→∞ d(Tκn, Tζn) = 0.

Since ϑ is a non-decreasing function, then for all κ, ζ ∈ X,

θ (κ, ζ )ϑ
(
d(Tκ, Tζ )

) ≤ h(κ, ζ )ϑ
(
M(κ, ζ )

) ≤ h(κ, ζ )ϑ
(
R(κ, ζ )

)
.

Therefore T is a generalized θ -h-ϑ-contraction mapping. Hence all the hypotheses of
Theorem 2.2 and Theorem 2.6 are satisfied, which implies that T has a fixed point κ∗ ∈ X,
and {Tnx0} converges to κ

∗. �

Define ϑ : [0,∞) → [0,∞) by ϑ(t) = t for all t ∈ [0,∞). Similar to Corollary 3.3, we can
prove that generalized θ -Geraghty contraction mappings are as a subclass of generalized
θ -h-ϑ-contraction type mappings. Applying Theorem 2.2 and Theorem 2.6, we have the
following corollaries.
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Corollary 3.4 ([16]) On a setting (X, d, T , θ ), if (I9) is fulfilled with the following assump-
tions:

(a) T is triangular θ -orbital admissible and either T is continuous or X is θ -regular;
(b) there exists κ0 ∈ X such that θ (κ0, Tκ0) ≥ 1;

then T has a fixed point.

Corollary 3.5 (Geraghty fixed point theorem [5]) On a setting (X, d, T , θ ), if (I10) is ful-
filled, then there exists a unique fixed point.

Proof Define ϑ : [0,∞) → [0,∞) and h : X × X → [0,∞) by

h(κ, ζ ) = γ
(
d(κ, ζ )

)
, ∀κ, ζ ∈ X and ϑ(t) = t,∀t ∈ [0,∞).

Applying Example 1.2 implies that T is a continuous θ -h-ϑ-contraction mapping. Obvi-
ously the hypotheses of Corollary 3.2 are satisfied. Therefore T has a fixed point κ∗ ∈ X,
and {Tnx0} converges to κ

∗. �

Corollary 3.6 (ϑ-ψ-weakly contractive fixed point theorem [12]) On a setting (X, d, T , θ ),
if (I11) is fulfilled with the assumption that T is continuous, then T has a unique fixed point.

Proof Define h : X × X → [0, 1) by

h(κ, ζ ) =

⎧
⎨

⎩

ϑ(d(κ,ζ ))–ψ(d(κ,ζ ))
ϑ(d(κ,ζ )) if κ 	= ζ ,

0 if κ = ζ .
(3.2)

Let {κn}, {ζn} ⊆ X be such that the sequence {d(κn, ζn)} is decreasing and limn→∞ d(κn,
ζn) = r. Suppose that limn→∞ h(κn, ζn) = 1. We show that limn→∞ d(κn, ζn) = 0. In the con-
trary case, let limn→∞ d(κn, ζn) = r > 0. Since ϑ and ψ are continuous, thus

lim
n→∞ h(κn, ζn) = lim

n→∞
ϑ(d(κn, ζn)) – ψ(d(κn, ζn))

ϑ(d(κn, ζn))
=

ϑ(r) – ψ(r)
ϑ(r)

= 1,

which implies that ψ(r) = 0, and so r = 0. This is a contradiction. Eventually, we have

lim
n→∞ d(κn, ζn) = 0,

which yields h ∈A(X). Applying (I11) and (3.2), we conclude that, for all κ, ζ ∈ X,

ϑ
(
d(Tκ, Tζ )

) ≤ h(κ, ζ )ϑ
(
d(κ, ζ )

) ≤ h(κ, ζ )ϑ
(
R(κ, ζ )

)
.

Hypotheses of Corollary 3.2 are satisfied. Hence the mapping T has a unique fixed point. �

Corollary 3.7 (Boyd and Wong fixed point theorem [6]) On a setting (X, d, T , θ ), if (I12) is
fulfilled with the assumption that T is continuous, then there exists a unique fixed point.

Proof Consider h : X × X → [0, 1) by

h(κ, ζ ) =

⎧
⎨

⎩

ψ(d(κ,ζ ))
d(κ,ζ ) if κ 	= ζ ,

0 if κ = ζ .
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Let {κn} and {ζn} be sequences in X such that the sequence {d(κn, ζn)} is decreasing and
convergent. Suppose that limn→∞ h(κn, ζn) = 1, we prove that limn→∞ d(κn, ζn) = 0. In the
contrary case, let limn→∞ d(κn, ζn) = r > 0. Since ψ is upper semi-continuous from the
right, thus

1 = lim
n→∞ h(κn, ζn) = lim

n→∞
ψ(d(κn, ζn))

d(κn, ζn)
≤ ψ(r)

r
,

which yields ψ(r) ≥ r, a contradiction. Therefore

lim
n→∞ d(κn, ζn) = 0.

This implies that h ∈A(X). Let ϑ(t) = t for all t ∈ [0,∞). From (I12) we conclude that

ϑ
(
d(Tκ, Tζ )

) ≤ h(κ, ζ )ϑ
(
d(κ, ζ )

)
, ∀κ, ζ ∈ X.

Hypotheses of Corollary 3.2 are satisfied. Therefore the mapping T has a unique fixed
point. �

Remark 3.8 We underline that our main results are Theorem 2.9 (which contains The-
orem 2.2, Theorem 2.6) and Theorem 2.10 (which contains Theorem 2.4, Theorem 2.8).
Here, we consider only a few of immediate consequences of Theorem 2.9 but not Theo-
rem 2.10. It is clear that from both Theorem 2.10 and Theorem 2.9 we derive and list more
consecutive results.

4 Application to nonlinear differential equations in the frame of fractional
derivatives with singular kernels

In this section we discuss the application of our results to the existence of solutions for
Caputo fractional boundary value problem of order β ∈ (1, 2] with integral boundary con-
dition type. As the definition of the Caputo fractional derivative is given below, it is obvious
that the kernel has singularity.

Let β be a positive real number and Γ be a gamma function. For a continuous function
g : [0,∞) →R, the Caputo derivative of fractional order β is defined as

(C
0 Dβg

)
(t) =

1
Γ (n – β)

∫ t

0
(t – s)n–β–1g(n)(s) ds, n = [β] + 1.

Consider the following nonlinear fractional differential equation:

(C
0 Dβu

)
(t) = f

(
t, u(t)

)
, t ∈ I and 1 < β ≤ 2, (4.1)

via the integral boundary condition

u(0) = 0, u(1) =
∫ r

0
u(s) ds, r ∈ (0, 1),
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where u ∈ C[0, 1] and f : I × R → R is a continuous function. We define the operator
equation T : C[0, 1] → C[0, 1] as follows:

T(u)(t) =
1

Γ (β)

∫ t

0
(t – s)β–1f

(
s, u(s)

)
ds

–
2t

(2 – r2)Γ (β)

∫ 1

0
(1 – s)β–1f

(
s, u(s)

)
ds

+
2t

(2 – r2)Γ (β)

∫ r

0

(∫ s

0
(s – z)β–1f

(
z, u(z)

)
dz

)
ds, t ∈ I.

We know that u ∈ C[0, 1] is a solution of (2.18) if and only if u ∈ C[0, 1] is the fixed point
of the mapping T . Suppose the following conditions:

(H1) There exist ξ : R2 →R and ψ ∈ Ψ such that, for all t ∈ I and a, b ∈R with ξ (a, b) ≥
0,

∣∣f (t, a) – f (t, b)
∣∣ ≤ K1ψ

(|a – b|), K1 =
Γ (β + 2)

5 + 3β
;

(H2) There exists u0 ∈ C[0, 1] such that ξ (u0(t), T(u0(t))) ≥ 0 for all t ∈ I ;
(H3) For all t ∈ I and u, v ∈ C[0, 1],

ξ
(
u(t), v(t)

) ≥ 0 implies that ξ
(
T

(
u(t)

)
, T

(
v(t)

)) ≥ 0;

(H4) Let {un} be a sequence in C[0, 1] such that un → u in C[0, 1]. Let, for all t ∈ I ,

ξ
(
un(t), un+1(t)

) ≥ 0, ∀n ∈N �⇒ ξ
(
un(t), u(t)

) ≥ 0.

Theorem 4.1 Let conditions (H1)–(H4) be satisfied. Then T has at least one fixed point
u∗ ∈ C[0, 1].

Proof We prove that T is a generalized α-h-ϑ-contraction mapping. Now, let u, v ∈ C[0, 1]
such that, for all t ∈ I , ξ (u(t), v(t)) ≥ 0. Applying (H1),

∣
∣T(u)(t) – T(v)(t)

∣
∣ =

∣∣
∣∣

1
Γ (β)

∫ t

0
(t – s)β–1f

(
s, u(s)

)
ds

–
2t

(2 – r2)Γ (β)

∫ 1

0
(1 – s)β–1f

(
s, u(s)

)
ds

+
2t

(2 – r2)Γ (β)

∫ r

0

(∫ s

0
(s – z)β–1f

(
z, u(z)

)
dz

)
ds

–
1

Γ (β)

∫ t

0
(t – s)β–1f

(
s, v(s)

)
ds

+
2t

(2 – r2)Γ (β)

∫ 1

0
(1 – s)β–1f

(
s, v(s)

)
ds

–
2t

(2 – r2)Γ (β)

∫ r

0

(∫ s

0
(s – z)β–1f

(
z, v(z)

)
dz

)
ds

∣
∣∣
∣

≤ 1
Γ (β)

∫ t

0
|t – s|β–1∣∣f

(
s, u(s)

)
– f

(
s, v(s)

)∣∣ds
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+
2t

(2 – r2)Γ (β)

∫ 1

0
(1 – s)β–1∣∣f

(
s, u(s)

)
– f

(
s, v(s)

)∣∣ds

+
2t

(2 – r2)Γ (β)

∫ r

0

∣
∣∣∣

∫ s

0
(s – z)β–1

∣
∣∣∣f

(
z, u(z)

)
– f

(
z, v(z)

)|dz|ds

≤ 1
Γ (β)

∫ t

0
|t – s|β–1K1ψ

(∣∣v(s) – u(s)
∣
∣)ds

+
2t

(2 – r2)Γ (β)

∫ 1

0
|1 – s|β–1K1ψ

(∣∣v(s) – u(s)
∣∣)ds

+
2t

(2 – r2)Γ (β)

∫ r

0

(∫ s

0
|s – z|β–1K1ψ

(∣∣v(z) – u(z)
∣∣)dz

)
ds

≤ K1ψ
(‖v – u‖∞

) × sup
t∈(0,1)

(
1

Γ (β)

∫ t

0
|t – s|β–1 ds

+
2t

(2 – r2)Γ (β)

∫ 1

0
|1 – s|β–1 ds

+
2t

(2 – r2)Γ (β)

∫ r

0

∫ s

0
|s – z|β–1 dz ds

)

≤ ψ
(‖v – u‖∞

)
= ψ

(
d(u, v)

)
.

We define α : C[0, 1] × C[0, 1] → [0,∞) by

α(u, v) =

⎧
⎨

⎩
1, ξ (u(t), v(t)) ≥ 0 ∀t ∈ I,

0, otherwise,

and

h(u, v) =

⎧
⎨

⎩

ψ(d(u,v))
d(u,v) if u 	= v,

0 if u = v.

Then, for all u, v ∈ C[0, 1], we have

α(u, v)d(Tu, Tv) ≤ ψ
(
d(u, v)

)
=

ψ(d(u, v))
d(u, v)

d(u, v)

= h(u, v)d(u, v)

≤ h(u, v)R(u, v).

Let ϑ(x) = x for all x ∈ [0,∞). Then T is a generalized α-h-ϑ-contraction type mapping.
One can prove that all the hypotheses of Theorem 2.6 are satisfied. Therefore there exists
u∗ ∈ C[0, 1] such that Tu∗ = u∗. �

5 Application to equations in the frame of a Caputo type fractional derivatives
Consider the following nonlinear fractional differential equation:

(C
0 Dβ ,ρu(t)

)
= f

(
t, u(t)

)
, t ∈ I and 1 < β ≤ 2,ρ ∈ (0, 1] (5.1)
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with the exponentially weighted integral boundary condition

u(0) = 0, u(1) =
∫ r

0
eλsu(s) ds, r ∈ (0, 1),λ =

1 – ρ

ρ
, (5.2)

where u ∈ C[0, 1] and f : I × R → R is a continuous function. The fractional derivative
in (5.1) is the fractional derivative that was found together with its discrete version in [2]
and [3] in an attempt to find the fractional operators generated by the local proportional
derivative proposed in [36] as a modified version of the conformable derivative [37, 38]. It
turned out that this derivative is so interesting in the sense that it is a constant multiple of
the tempered derivative discussed in [39–41].

Apply the fractional integral 0Iβ ,ρ to (5.1) and make use of Theorem 5.2 with n = 2 in [2]
to reach the solution integral representation

u(t) = c0e–λt + c1te–λt +
1

ρβΓ (β)

∫ t

0
e–λ(t–s)(t – s)β–1f

(
s, u(s)

)
ds. (5.3)

The boundary condition u(0) = 0 implies that c0 = 0. If we integrate the solution u(t) in
(5.3) with c0 = 0 from 0 to r, then we have

∫ r

0
u(s)eλs ds = c1

∫ s

0
s ds +

1
ρβΓ (β)

∫ r

0

∫ s

0
eλz(s – z)β–1f

(
z, u(z)

)
dz ds. (5.4)

Now, if we use the integral boundary condition, then we conclude that

c1 =
2

ρβΓ (β)[2e–λ – r2]

[∫ r

0

∫ s

0
eλz(s – z)β–1f

(
z, u(z)

)
dz ds

–
∫ 1

0
e–λ(1–s)(1 – s)β–1f

(
s, u(s)

)
ds

]
. (5.5)

Hence, we obtain the solution will take the form

u(t) =
2te–λt

ρβΓ (β)[e–λ – r2]

[∫ r

0

∫ s

0
eλz(s – z)β–1f

(
z, u(z)

)
dz ds

–
∫ 1

0
e–λ(1–s)(1 – s)β–1f

(
s, u(s)

)
ds

]

+
1

ρβΓ (β)

∫ t

0
e–λ(t–s)(t – s)β–1f

(
s, u(s)

)
ds. (5.6)

We define the operator equation Tρ : C[0, 1] → C[0, 1] as follows:

(
Tρu

)
(t) =

2te–λt

ρβΓ (β)[e–λ – r2]

[∫ r

0

∫ s

0
eλz(s – z)β–1f

(
z, u(z)

)
dz ds

–
∫ 1

0
e–λ(1–s)(1 – s)β–1f

(
s, u(s)

)
ds

]

+
1

ρβΓ (β)

∫ t

0
e–λ(t–s)(t – s)β–1f

(
s, u(s)

)
ds. (5.7)

It is now straightforward that u ∈ C[0, 1] is a solution of (5.1)–(5.2) if and only if u ∈ C[0, 1]
is the fixed point of the mapping Tρ . Suppose the following conditions:
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(pH1) There exist ξ : R2 →R and ψ ∈ Ψ such that, for all t ∈ I and a, b ∈ Rwith ξ (a, b) ≥
0,

∣∣f (t, a) – f (t, b)
∣∣ ≤ Kρψ

(|a – b|),

where Kρ = [ E1,β+1(λ,1)
ρβ + 2C(ρ)e–λE1,β+1(λ,1)

(2e–λ–r2)ρβ + 2C(ρ)E1,β+2(λ,1)
(2e–λ–r2)ρβ ]–1.

We recall the modified version of the Mittag-Leffler (ML) function by (see, for
example, [20] for ML function and [42] for the modified ML function)

Eα,β(λ, z) = zβ–1Eα,β
(
λzα

)

=
∞∑

k=0

λk zαk+β–1

Γ (αk + β)
(
0 	= λ ∈R, z,β ∈C; Re(α) > 0

)
; (5.8)

(pH2) There exists u0 ∈ C[0, 1] such that ξ (u0(t), Tρ(u0(t))) ≥ 0 for all t ∈ I ;
(pH3) For all t ∈ I and u, v ∈ C[0, 1],

ξ
(
u(t), v(t)

) ≥ 0 implies that ξ
(
Tρ

(
u(t)

)
, Tρ

(
v(t)

)) ≥ 0;

(pH4) Let {un} be a sequence in C[0, 1] such that un → u in C[0, 1]. Let, for all t ∈ I ,

ξ
(
un(t), un+1(t)

) ≥ 0, ∀n ∈N �⇒ ξ
(
un(t), u(t)

) ≥ 0.

Before proving our existence theorem, we state and prove the following lemma.

Lemma 5.1 Assume λ = 1–ρ

ρ
and C(ρ) =

{ 1
λe , 0 < ρ ≤ 1

2 ,
e–λ , 1

2 < ρ ≤ 1.
Then the function f (t) = te–λt satis-

fies f (t) ≤ C(ρ) for all t ∈ [0, 1].

Proof The critical value t∗ = 1
λ

of the function f (t) lies in the interval I only if 0 < ρ ≤ 1
2

and hence the maximum of f (t) is equal to f (t∗) = 1
λe . On the other hand, the critical value

of f (t) lies outside I if 1
2 < ρ ≤ 1 and in this case f (t) is increasing in I , and hence the

maximum of f is equal to f (1) = e–λ. �

Theorem 5.2 Let conditions (pH1)–(pH4) be satisfied. Then Tρ has at least one solution
u∗ ∈ C[0, 1].

Proof We prove that Tρ is a generalized α-h-ϑ-contraction mapping. Now, let u, v ∈
C[0, 1] such that, for all t ∈ I , ξ (u(t), v(t)) ≥ 0. Applying (pH1), then the proof is as in The-
orem 4.1, except that we have

∣∣Tρ(u)(t) – Tρ(v)(t)
∣∣

≤ 1
ρβΓ (β)

∫ t

0
e–λ(t–s)|t – s|β–1Kρψ

(∣∣v(s) – u(s)
∣∣)ds

+
2te–λt

(2e–λ – r2)ρβΓ (β)

∫ 1

0
e–λ(1–s)|1 – s|β–1Kρψ

(∣∣v(s) – u(s)
∣∣)ds

+
2te–λt

(2e–λ – r2)ρβΓ (β)

∫ r

0

(∫ s

0
eλz|s – z|β–1Kρψ

(∣∣v(z) – u(z)
∣
∣)dz

)
ds
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≤ Kρψ
(‖v – u‖∞

) × sup
t∈(0,1)

(
1

ρβΓ (β)

∫ t

0
e–λ(t–s)|t – s|β–1 ds

+
2te–λt

(2e–λ – r2)Γ (β)ρβ

∫ 1

0
e–λ(1–s)|1 – s|β–1 ds

+
2te–λt

(2e–λ – r2)ρβΓ (β)

∫ r

0

∫ s

0
eλz|s – z|β–1 dz ds

)

≤ Kρψ
(‖v – u‖∞

)
[

E1,β+1(λ, 1)
ρβ

+
2C(ρ)e–λE1,β+1(λ, 1)

(2e–λ – r2)ρβ
+

2C(ρ)E1,β+2(λ, 1)
(2e–λ – r2)ρβ

]

≤ ψ
(‖v – u‖∞

)
= ψ

(
d(u, v)

)
.

In the proof we have used the fact that 0IβEα,μ(λ, t) = Eα,β+μ(λ, t) and eλt = E1,1(λ, t), where

0Iβ f (t) =
1

Γ (β)

∫ t

0
(t – s)β–1f (s) ds

is the left Riemann–Liouville fractional integral of order β with Re(β) > 0. �

Remark 5.3 Notice that, if ρ = 1, then λ = 0, and hence C(1) = 1 and E1,β+1(0, 1) = 1
Γ (β+1) .

Therefore, Theorem 4.1 is the ρ = 1 version of Theorem 5.2. In fact, from the proof The-
orem 4.1 or Theorem 5.2, the constant K1 in Theorem 4.1 can be chosen sharper and
depending on r by

K1 =
(2 – r2)Γ (β + 2)
(4 – r2)β + 6 – r2 . (5.9)

Remark 5.4 If we use in Theorem 5.2 a non-weighted integral boundary condition as in
Theorem 4.1, then we must assume that 0 < ρ < 1. Since the case ρ = 1 implies that λ = 0,
the evaluation of

∫ r
0 se–λs ds =

∫ r
0 s ds by parts will lead to error. After similar calculations

to those in Theorem 5.2, the solution will have the form

u(t) =
te–λtT(λ, r)

ρβΓ (β)

[∫ r

0

∫ s

0
e–λ(s–z)(s – z)β–1f (z, u(z) dz ds –

∫ 1

0
e–λ(1–s)f

(
s, u(s)

)
ds

]

+
1

ρβΓ (β)

∫ t

0
e–λ(t–s)(t – s)β–1f

(
s, u(s)

)
ds. (5.10)

Then we request the constant Kρ to have the more complicated form

Kρ =
[C(ρ)T(λ, r)

∫ r
0 e–λsE1,β+1(λ, s) ds
ρβ

+
C(ρ)T(λ, r)E1,β+1(λ, 1)eλ

ρβ
+

E1,β+1(λ, 1)
ρβ

]–1

, (5.11)

where

C(λ, r) =
1 – e–λr(λr + 1)

λ2 , T(λ, r) =
1

e–λ – C(λ, r)
. (5.12)
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6 Application to ordinary differential equations
Let X = C[0, 1] be the space of all continuous functions defined on I , where I = [0, 1] and
u ∈ X. Consider the following two-point boundary value problem of a second order dif-
ferential equation:

⎧
⎨

⎩
–u′′(t) – f (t, u(t)) = 0; t ∈ [0, 1],

u(0) = u(1) = 0,
(6.1)

where f : [0, 1] × R → R is a continuous function. It is known that u = u(t) ∈ C[0, 1] is a
solution of 6.1 if and only if u ∈ C[0, 1] is a solution of the integral equation

u(t) =
∫ 1

0
k(t, s)f

(
s, u(s)

)
ds,

where k(t, s) is defined as follows:

k(t, s) =

⎧
⎨

⎩
t(1 – s), 0 ≤ t ≤ s ≤ 1,

s(1 – t), 0 ≤ s ≤ t ≤ 1.

Theorem 6.1 Let ψ ∈ Ψ and the following conditions be satisfied:
(H1) There exists a function ξ : R2 → R such that, for all t ∈ I and for all a, b ∈ R with

ξ (a, b) ≥ 0, we have

∣
∣f (t, a) – f (t, b)

∣
∣ ≤ 8ψ

(|a – b|);

(H2) There exists u1 ∈ C[0, 1] such that, for all t ∈ I ,

ξ

(
u1(t),

∫ 1

0
k(t, s)f

(
s, u1(s)

)
ds

)
≥ 0;

(H3) For all t ∈ I and u, v ∈ C[0, 1],

ξ
(
u(t), v(t)

) ≥ 0 implies

ξ

(∫ 1

0
k(t, s)f

(
s, u(s)

)
ds,

∫ 1

0
k(t, s)f

(
s, v(s)

)
ds

)
≥ 0;

(H4) Let {un} be a sequence in C[0, 1] such that un → u in C[0, 1]. Let, for all t ∈ I and
n ∈ N,

ξ
(
un(t), un+1(t)

) ≥ 0 imply that ξ
(
un(t), u(t)

) ≥ 0.

Then boundary value problem (6.1) has a solution.

Proof We define T : C[0, 1] → C[0, 1] by

T
(
u(t)

)
=

∫ 1

0
k(t, s)f

(
s, u(s)

)
ds, ∀t ∈ I.
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Thus, a solution of problem (6.1) corresponds to a fixed point of T . Now our purpose is
to prove that integral operator T is a generalized α-h-ϑ-contraction.

Let u, v ∈ C[0, 1] such that ξ (u(t), v(t)) ≥ 0 for all t ∈ I . Applying (H1),

∣∣Tu(t) – Tv(t)
∣∣ =

∣
∣∣
∣

∫ 1

0
k(t, s)

(
f
(
s, u(s)

)
– f

(
s, y(s)

))
ds

∣
∣∣
∣

≤
∫ 1

0
k(t, s)

∣
∣f

(
s, u(s)

)
– f

(
s, v(s)

)∣∣ds

≤
∫ 1

0
k(t, s)

(
8ψ

(∣∣u(s) – v(s)
∣∣))ds

≤ 8 sup
t∈I

∫ 1

0
k(t, s) dsψ

(
d(u, v)

)

= ψ
(
d(u, v)

)
.

We define α : C[0, 1] × C[0, 1] → [0,∞) by

α(u, v) =

⎧
⎨

⎩
1 if ξ (u(t), v(t)) ≥ 0 for all t ∈ I,

0 otherwise,

and

h(u, v) =

⎧
⎨

⎩

ψ(d(u,v))
d(u,v) if u 	= v,

0 if u = v.

Then, for all u, v ∈ C[0, 1], we have

α(u, v)d(Tu, Tv) ≤ ψ
(
d(u, v)

)
=

ψ(d(u, v))
d(u, v)

d(u, v)

= h(u, v)d(u, v)

≤ h(u, v)R(u, v).

Let ϑ(x) = x for all x ∈ [0,∞). Then T is a generalized α-h-ϑ-contraction type mapping.
Let {un}, {vn} be sequences in C[0, 1] such that limn→∞ h(un, vn) = 1 and, for all n ∈ N,

α(un, vn) 	= 0. By the definition of α, for all n ∈ N and t ∈ [0, 1], we have ξ (un(t), vn(t)) ≥ 0,
and so d(Tun(t), Tvn(t)) ≤ ψ(d(un, vn)), which implies that, for all n ∈ N, d(Tun, Tvn) ≤
ψ(d(un, vn)). Since limn→∞ d(un, vn) = 0, therefore limn→∞ d(Tun, Tvn) = 0. This implies
that condition (i) of Theorem 2.6 is satisfied. Applying conditions (H2)–(H4), all the
hypotheses of Theorem 2.6 are satisfied. Therefore there exists u∗ ∈ C[0, 1] such that
Tu∗ = u∗. �

7 Conclusions
• We have extended and unified several existing results in the literature.
• We have applied our fixed point results to prove the existence of solutions for second

order ordinary boundary value problems.
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• We have applied our fixed point results to the existence of solutions to fractional
operators with singular kernels (the Caputo and more generally a Caputo type
fractional). In the Caputo fractional boundary value problem we used integral type
boundary condition, and in the Caputo type fractional boundary value problem we
used a weighted integral type boundary condition. In future works, we shall apply the
fixed point techniques on the fractional operators with nonsingular kernels (see, for
example, [1, 23, 43] and the references therein).
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