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Abstract
In this paper, we solve the variable-coefficient fractional diffusion-wave equation in a
bounded domain by the Legendre spectral method. The time fractional derivative is
in the Caputo sense of order γ ∈ (1, 2). We propose two fully discrete schemes based
on finite difference in temporal and Legendre spectral approximations in spatial
discretization. For the first scheme, we discretize the time fractional derivative directly
by the L1 approximation coupled with the Crank–Nicolson technique. For the second
scheme, we transform the equation into an equivalent form with respect to the
Riemann–Liouville fractional integral operator. We give a rigorous analysis of the
stability and convergence of the two fully discrete schemes. Numerical examples are
carried out to verify the theoretical results.

MSC: 65M06; 65M12; 65M70; 35R11

Keywords: Fractional diffusion-wave equation; Variable-coefficient; Fully discrete
Legendre spectral method; Stability; Convergence

1 Introduction
Fractional differential equations (FDEs) have a long history of applications in physics,
chemistry, biology, engineering, economics, and many other scientific and engineering
fields [1–11]. In most cases, analytical methods do not work well on most of FDEs, and
even if they can be solved, the expressions of solution often contain infinite series or special
functions, which are complicated or difficult to calculate [12, 13], so it is natural to resort to
numerical approaches. Up to now, there are several numerical techniques to solve FDEs,
such as the finite difference method (FDM) [14–17], the finite element method (FEM)
[18–20], the discontinuous Galerkin method [21, 22], the spectral method [23–28], and
so on.

In this paper, we consider the following variable-coefficient fractional diffusion-wave
equation:

C
0 Dγ

t u(x, t) = Lu(x, t) + g(x, t), –1 < x < 1, 0 < t ≤ T , (1)
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subject to the initial and boundary conditions

{
u(x, 0) = ϕ(x), ∂u

∂t (x, 0) = ψ(x), –1 < x < 1, (2)
u(–1, t) = 0, u(1, t) = 0, 0 ≤ t ≤ T , (3)

where C
0 Dγ

t u (γ ∈ (1, 2)) is the Caputo fractional derivative with respect to t of order γ ,

C
0 Dγ

t u(x, t) =
1

Γ (2 – γ )

∫ t

0
(t – s)1–γ ∂2u(x, s)

∂s2 ds,

Γ (·) is the gamma function,

Lu =
∂

∂x

(
p(x)

∂u
∂x

)
– q(x)u,

and the functions p(x) ≥ c0 > 0, q(x) ≥ 0, and g are sufficiently smooth.
The fractional diffusion-wave equation is a mathematical model of some important

physical phenomena [29]. When g ≡ 0, Schneider and Wyss [30] obtained the solution
of the equation with constant coefficients in the whole space and half-space by Green
functions. Agrawal [31] obtained a general solution in terms of Mittag-Leffler functions
in a bounded domain. Pskhu [32] constructed a fundamental solution for a fractional
diffusion-wave equation with Dzhrbashyan–Nersesyan fractional differential operator
with respect to t, with Riemann–Liouville and Caputo derivatives as its particular cases.
Chen et al. [33] considered a fractional diffusion-wave equation with damping; by using
the method of separation of variables the analytical solution is derived, an implicit differ-
ence scheme is constructed, and the stability and convergence of the scheme are proved by
the energy method. For numerical approximation of problem (1)–(3) with constant coeffi-
cients, Sun and Wu [34] proposed a fully discrete difference scheme and analyzed the solv-
ability, stability, and L∞ convergence of the scheme by the energy method; its convergence
rate is O(τ 3–γ + h2), where τ and h are the time- and space-step sizes, respectively. Huang
et al. [35] proposed two finite difference schemes with convergence rates O(τ + h2). Wang
and Vong [36] proposed a compact difference scheme with convergence rate O(τ 2 + h4).
For variable-coefficient case, Wang [37] developed a compact difference scheme for a class
of variable-coefficient time fractional convection–diffusion-wave equations with conver-
gence rate O(τ 3–γ + h4).

In this paper, we aim to solve problem (1)–(3) by using two fully discrete spectral
schemes, one based on the approximation of the Caputo fractional derivative, and the
other based on the approximation of the Riemann–Liouville fractional integral opera-
tor. We give a detailed analysis of the stability and convergence of these two schemes.
The first scheme is unconditionally stable, and its convergence rate in the H1 norm is
O(τ 3–γ + N1–m). By a delicate analysis the second scheme is conditionally stable, and its
convergence rate in the L2 norm is O(τ 2 + N1–m).

The rest of the paper is organized as follows. We commence by reviewing some pre-
liminaries and notations in the next section. In Sects. 3 and 4, we present formulations of
two fully discrete spectral schemes and vigorously analyze their stability and convergence.
Numerical experiments are presented in Sect. 5. We conclude by summary and discussion
in the last section.
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2 Preliminaries
In this section, we introduce some notations and lemmas, which will be used in the fol-
lowing sections.

Definition 1 ([38, 39]) Let α > 0. The left-side Riemann–Liouville fractional integral
0Iα

t f (t) of order α of a given function f (t) is defined by

0Iα
t f (t) =

1
Γ (α)

∫ t

0
(t – s)α–1f (s) ds, t > 0.

Definition 2 ([38, 39]) Let n – 1 ≤ α < n. The left-side Caputo fractional derivative
C
0 Dα

t f (t) of order α of f (t) is defined by

C
0 Dα

t f (t) = 0In–α
t f (n)(t) =

1
Γ (n – α)

∫ t

0
(t – s)n–α–1f (n)(s) ds, t > 0.

We have the following result by Theorem 3.8 in [38] (p. 54) for the Caputo fractional
derivative

0Iα
t

C
0 Dα

t f (t) = f (t) –
n–1∑
k=0

f (k)(0)
k!

tk . (4)

Let Λ = (–1, 1), amd let N be a positive integer. By L2
w(Λ) we denote the weighted L2-

space with weight function w(x) and inner product and norm defined as

(u, v)w =
∫

Λ

uvw dx, ‖v‖w =
(∫

Λ

v2w dx
) 1

2
.

Denote the norms of the Sobolev spaces W r,p(Λ) by ‖ · ‖r,p, with the particular case
Hr(Λ) � W r,2(Λ) with seminorm | · |r and norm ‖ · ‖r , and

H1
0 (Λ) =

{
v ∈ H1(Λ), v(±1) = 0

}
.

By PN (Λ) we denote the space of all polynomials on Λ of degree less than or equal to N .
We also denote P

0
N (Λ) := PN (Λ) ∩ H1

0 (Λ).
For space-time functional spaces, we denote by L∞(0, T ; Hm(Λ)) the space of measurable

functions v : (0, T) → Hm(Λ) such that

‖v‖L∞(0,T ;Hm(Λ)) = ess sup
t∈[0,T]

∥∥v(x, t)
∥∥

m < ∞

and by Ck([0, T]; Hm(Λ)) (0 ≤ k < ∞) be the space of k-times continuous differentiable
functions v : [0, T] → Hm(Λ) such that

‖v‖Ck ([0,T];Hm(Λ)) =
k∑

i=0

max
t∈[0,T]

∥∥∂ i
t v(x, t)

∥∥
m < ∞.

For simplicity, we denote ∂k
s = ∂k

∂sk . Throughout the paper, c denotes a generic positive
constant.
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Now we introduce some projection approximation results.
Let π

1,0
N be the H1

0 -orthogonal projection operator from H1
0 (Λ) onto P

0
N such that for all

u ∈ H1
0 (Λ),

(
∂xπ

1,0
N u – ∂xu, ∂xvN

)
= 0, ∀vN ∈ P

0
N .

For the projection operator π
1,0
N , we have the following estimate.

Lemma 1 ([40], p. 288) Let k = 0, 1 and m ≥ k. For all u ∈ Hm(Λ) ∩ H1
0 (Λ), there exists a

positive constant C, depending only on m, such that

∥∥u – π
1,0
N u

∥∥
k ≤ CNk–m‖u‖m,

where C is a positive constant independent of N .

Define the modified projector Π
1,0
N : H1

0 (Λ) → P
0
N such that

(
p(x)∂x

(
u – Π

1,0
N u

)
, ∂xvN

)
+

(
q(x)

(
u – Π

1,0
N u

)
, vN

)
= 0, ∀vN ∈ P

0
N .

We have the following lemma.

Lemma 2 For all u ∈ H1
0 (Λ), we have

∥∥∂x
(
u – Π

1,0
N u

)∥∥2
p(x) +

∥∥u – Π
1,0
N u

∥∥2
q(x) ≤ CN2–2m‖u‖2

m, m ≥ 1,

where C is a positive constant independent of N .

Proof By the definition of the operator Π
1,0
N and the Hölder inequality we deduce that

∥∥∂x
(
u – Π

1,0
N u

)∥∥2
p(x) +

∥∥u – Π
1,0
N u

∥∥2
q(x)

=
(
p(x)∂x

(
u – Π

1,0
N u

)
, ∂x

(
u – π

1,0
N u

))
+

(
q(x)

(
u – Π

1,0
N u

)
, u – π

1,0
N u

)
≤ ∥∥∂x

(
u – Π

1,0
N u

)∥∥
p(x)

∥∥∂x
(
u – π

1,0
N u

)∥∥
p(x) +

∥∥u – Π
1,0
N u

∥∥
q(x)

∥∥u – π
1,0
N u

∥∥
q(x)

≤ (∥∥∂x
(
u – Π

1,0
N u

)∥∥2
p(x) +

∥∥u – Π
1,0
N u

∥∥2
q(x)

) 1
2
(∥∥∂x

(
u – π

1,0
N u

)∥∥2
p(x) +

∥∥u – π
1,0
N u

∥∥2
q(x)

) 1
2.

Thus we obtain

∥∥∂x
(
u – Π

1,0
N u

)∥∥2
p(x) +

∥∥u – Π
1,0
N u

∥∥2
q(x) ≤ ∥∥∂x

(
u – π

1,0
N u

)∥∥2
p(x) +

∥∥u – π
1,0
N u

∥∥2
q(x).

Therefore by the boundedness of p(x), q(x) and Lemma 1 we have

∥∥∂x
(
u – Π

1,0
N u

)∥∥2
p(x) +

∥∥u – Π
1,0
N u

∥∥2
q(x) ≤ CN2–2m‖u‖2

m, m ≥ 1,

The lemma is proved. �

The Poincaré inequality is a useful tool in the following analysis.
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Lemma 3 For u(x) ∈ C1[–1, 1] with u(±1) = 0, we have

‖u‖ ≤ 1√
2
‖∂xu‖.

Proof Since u(±1) = 0, we can see that for all x ∈ (–1, 1),

u(x) =
∫ x

–1
∂su(s) ds =

∫ x

1
∂su(s) ds = –

∫ 1

x
∂su(s) ds.

Thus by Hölder’s inequality we get

∫ 0

–1

∣∣u(x)
∣∣2 dx ≤

∫ 0

–1

(∫ x

–1
ds

∫ x

–1

∣∣∂su(s)
∣∣2 ds

)
dx

≤
∫ 0

–1

∣∣∂su(s)
∣∣2 ds

∫ 0

–1
(x + 1) dx

=
1
2

∫ 0

–1

∣∣∂su(s)
∣∣2 ds.

Analogously, we have

∫ 1

0

∣∣u(x)
∣∣2 dx ≤

∫ 1

0

∣∣∂su(s)
∣∣2 ds

∫ 1

0
(1 – x) dx =

1
2

∫ 1

0

∣∣∂su(s)
∣∣2 ds.

Therefore by the above two inequalities we obtain

‖u‖2 =
∫ 0

–1

∣∣u(x)
∣∣2 dx +

∫ 1

0

∣∣u(x)
∣∣2 dx ≤ 1

2
‖∂xu‖2.

The proof is completed. �

3 The fully discrete Scheme I
In this section, we consider the formulation of the first fully discrete spectral scheme for
(1)–(3), which is based on the approximation of the Caputo fractional derivative directly,
and present the stability and convergence analysis of the scheme.

Let τ be the time-step size, let M be a positive integer, τ = T/M, and tk = kτ , k =
0, 1, . . . , M. For a given function w, we denote

wk = w(·, tk), wk+ 1
2 =

1
2
(
wk+1 + wk),

δtwk+ 1
2 =

1
τ

(
wk+1 – wk), 0 ≤ k ≤ M – 1.

3.1 Formulation of Scheme I
The first fully discrete scheme is based on the approximation of the Caputo fractional
derivative of order γ ∈ (1, 2). We use the L1 approximation coupled with the Crank–
Nicolson technique as in [34, 37].
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Denote γ0 = τ γ –1Γ (3 –γ ) and bj = (j + 1)2–γ – j2–γ , j ≥ 0, and for a differentiable function
v(t), let

Lγ
t vk+ 1

2 =
1
γ0

(
δtvk+ 1

2 –
k–1∑
j=0

(bj – bj+1)δtvk–j– 1
2 – bkv′(t0)

)

for k = 1, 2, . . . , M – 1.
We have the following lemma for the approximation of Caputo fractional derivative of

order γ ∈ (1, 2).

Lemma 4 ([41], p. 122) Let γ ∈ (1, 2). Suppose that v(t) ∈ C3[0, tk+1] (0 ≤ k ≤ M – 1). Then

∣∣∣∣1
2
(C

0 Dγ
t v(tk+1) + C

0 Dγ
t v(tk)

)
– Lγ

t vk+ 1
2

∣∣∣∣
≤ 1

Γ (3 – γ )

(
2 – γ

12
+

23–γ

3 – γ
–

(
1 + 21–γ

)
+

1
12

)
max

t∈[0,tk+1]

∣∣v′′′(t)
∣∣τ 3–γ .

Next, we discretize the spatial component by the Legendre spectral method. Let uj
N ∈

P
0
N be the approximation of u(x, t) at t = tj, j = 0, 1, . . . , M. The first fully discrete spectral

scheme (Scheme I) is: find uk+1
N ∈ P

0
N such that

(
δtu

k+ 1
2

N , vN
)

+ γ0
(
p(x)∂xuk+ 1

2
N , ∂xvN

)
+ γ0

(
q(x)uk+ 1

2
N , vN

)

= γ0
(
gk+ 1

2 , vN
)

+
k–1∑
j=0

(bj – bj+1)
(
δtu

k–1–j+ 1
2

N , vN
)

+ bk(ψ , vN ), ∀vN ∈ P
0
N , (5)

for k = 1, 2, . . . , M – 1.
For given {uj

N }k
j=0, the well-posedness of problem (5) is guaranteed by the Lax–Milgram

lemma.

3.2 Stability and convergence analysis
In this subsection, we analyze the stability and convergence of Scheme I.

It is easy to verify that

⎧⎪⎪⎨
⎪⎪⎩

bi > 0, i = 0, 1, . . . , k;

bk < bk–1 < · · · < b1 < b0 = 1;∑k–1
i=0 (bi – bi+1) + bk = 1.

(6)

Furthermore we have

bj = (j + 1)2–γ – j2–γ = (2 – γ )
∫ j+1

j
s1–γ ds ≥ (2 – γ )(j + 1)1–γ .

For the stability of the fully discrete scheme (5), we have the following result.
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Theorem 1 The fully discrete scheme (5) is unconditionally stable, that is, for all τ > 0,

∥∥∂xuk+1
N

∥∥2
p(x) +

∥∥uk+1
N

∥∥2
q(x)

≤ ∥∥∂xu0
N
∥∥2

p(x) +
∥∥u0

N
∥∥2

q(x) + 2Γ (2 – γ )Tγ –1τ

k∑
j=0

∥∥gj+ 1
2
∥∥2 +

2T2–γ

Γ (3 – γ )
‖ψ‖2.

Proof Taking vN = δtu
k+ 1

2
N in (5) yields

∥∥δtu
k+ 1

2
N

∥∥2 + γ0
(
p(x)∂xuk+ 1

2
N , ∂xδtu

k+ 1
2

N
)

+ γ0
(
q(x)uk+ 1

2
N , δtu

k+ 1
2

N
)

= γ0
(
gk+ 1

2 , δtu
k+ 1

2
N

)
+

k–1∑
j=0

(bj – bj+1)
(
δtu

k–1–j+ 1
2

N , δtu
k+ 1

2
N

)
+ bk

(
ψ , δtu

k+ 1
2

N
)
. (7)

For the last two terms on the left-hand side of (7), we have

γ0
(
p(x)∂xuk+ 1

2
N , ∂xδtu

k+ 1
2

N
)

=
γ0

2τ

(
p(x),

(
∂xuk+1

N
)2 –

(
∂xuk

N
)2)

=
γ0

2τ

(∥∥∂xuk+1
N

∥∥2
p(x) –

∥∥∂xuk
N
∥∥2

p(x)

)
(8)

and

γ0
(
q(x)uk+ 1

2
N , δtu

k+ 1
2

N
)

=
γ0

2τ

(
q(x),

(
uk+1

N
)2 –

(
uk

N
)2)

=
γ0

2τ

(∥∥uk+1
N

∥∥2
q(x) –

∥∥uk
N
∥∥2

q(x)

)
, (9)

respectively.
For the terms on the right-hand side of (7), by Hölder’s and Young’s inequalities, we get

γ0
(
gk+ 1

2 , δtu
k+ 1

2
N

) ≤ γ 2
0

bk

∥∥gk+ 1
2
∥∥2 +

1
4

bk
∥∥δtu

k+ 1
2

N
∥∥2, (10)

k–1∑
j=0

(bj – bj+1)
(
δtu

k–1–j+ 1
2

N , δtu
k+ 1

2
N

)

≤ 1
2

k–1∑
j=0

(bj – bj+1)
(∥∥δtu

k–1–j+ 1
2

N
∥∥2 +

∥∥δtu
k+ 1

2
N

∥∥2)

=
1
2

k–1∑
j=0

(bj – bj+1)
∥∥δtu

k–1–j+ 1
2

N
∥∥2 +

1
2

(1 – bk)
∥∥δtu

k+ 1
2

N
∥∥2, (11)

and

bk
(
ψ , δtu

k+ 1
2

N
) ≤ bk

(
‖ψ‖2 +

1
4
∥∥δtu

k+ 1
2

N
∥∥2

)
, (12)

respectively.
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Substituting (8)–(12) into (7), we obtain

τ

k∑
j=0

bj
∥∥δtu

k–j+ 1
2

N
∥∥2 + γ0

∥∥∂xuk+1
N

∥∥2
p(x) + γ0

∥∥uk+1
N

∥∥2
q(x)

≤ τ

k–1∑
j=0

bj
∥∥δtu

k–1–j+ 1
2

N
∥∥2 + γ0

∥∥∂xuk
N
∥∥2

p(x) + γ0
∥∥uk

N
∥∥2

q(x) + 2τbk‖ψ‖2

+
2τγ 2

0
bk

∥∥gk+ 1
2
∥∥2. (13)

Let

F0 = γ0
∥∥∂xu0

N
∥∥2

p(x) + γ0
∥∥u0

N
∥∥2

q(x)

and

Fk+1 = τ

k∑
j=0

bj
∥∥δtu

k–j+ 1
2

N
∥∥2 + γ0

∥∥∂xuk+1
N

∥∥2
p(x) + γ0

∥∥uk+1
N

∥∥2
q(x),

0 ≤ k ≤ M – 1.
By (13) we have

Fk+1 ≤ Fk + 2τbk‖ψ‖2 +
2τγ 2

0
bk

∥∥gk+ 1
2
∥∥2,

viz.,

Fk+1 ≤ F0 + τ

k∑
j=0

2γ 2
0

bj

∥∥gj+ 1
2
∥∥2 + 2τ (k + 1)2–γ ‖ψ‖2. (14)

Since bj ≥ (2 – γ )(j + 1)1–γ , Γ (s + 1) = sΓ (s), and γ0 = Γ (3 – γ )τ γ –1, we obtain

b–1
j ≤ Γ (2 – γ )

Tγ –1

γ0
, τ (k + 1)2–γ ≤ γ0T2–γ

Γ (3 – γ )
. (15)

Substituting (15) into (14) yields

Fk+1 ≤ F0 + 2Γ (2 – γ )Tγ –1γ0τ

k∑
j=0

∥∥gj+ 1
2
∥∥2 +

2γ0T2–γ

Γ (3 – γ )
‖ψ‖2.

Then we deduce that

∥∥∂xuk+1
N

∥∥2
p(x) +

∥∥uk+1
N

∥∥2
q(x)

≤ ∥∥∂xu0
N
∥∥2

p(x) +
∥∥u0

N
∥∥2

q(x) + 2Γ (2 – γ )Tγ –1τ

k∑
j=0

∥∥gj+ 1
2
∥∥2 +

2T2–γ

Γ (3 – γ )
‖ψ‖2.

The proof is completed. �
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Now we analyze the convergence of the fully discrete scheme (5).

Theorem 2 Let u be the solution of (1)–(3), and let uk
N (0 ≤ k ≤ M) be the solu-

tions of (5) with the initial condition u0
N = Π

1,0
N u0. Suppose that u ∈ C3([0, T]; H1(Λ)) ∩

L∞(0, T ; Hm(Λ)), C
0 Dγ

t u ∈ L∞(0, T ; Hm(Λ)), ψ ∈ Hm(Λ), m ≥ 1. Then for 1 ≤ k ≤ M, we
have

∥∥∂x
(
u(tk) – uk

N
)∥∥2

p(x) +
∥∥u(tk) – uk

N
∥∥2

q(x)

≤ cΓ (2 – γ )Tγ
(
N2–2m∥∥C

0 Dγ
t u

∥∥2
L∞(0,T ;Hm(Λ)) + τ 6–2γ ‖u‖2

C3([0,T];H1(Λ))
)

+
cT2–γ

Γ (3 – γ )
N2–2m‖ψ‖2

m + cN2–2m‖u‖2
L∞(0,T ;Hm(Λ)),

where c is a positive constant independent of N and γ .

Proof Let ej
N = u(tj) – uj

N = ẽj
N + êj

N , ẽj
N = Π

1,0
N u(tj) – uj

N , êj
N = u(tj) – Π

1,0
N u(tj). Obviously,

ẽ0
N = 0, e0

N = u0 – Π
1,0
N u0 = ê0

N . By the original equation (1) and the fully discrete scheme
(5) we get the error equation

(
δte

k+ 1
2

N , vN
)

+ γ0
(
p(x)∂xek+ 1

2
N , ∂xvN

)
+ γ0

(
q(x)ek+ 1

2
N , vN

)

=
k–1∑
j=0

(bj – bj+1)
(
δte

k–1–j+ 1
2

N , vN
)

+ γ0
(
Rt

(
uk+ 1

2
)
, vN

)
, ∀vN ∈ P

0
N ,

where Rt(uk+ 1
2 ) = Lγ

t uk+ 1
2 – 1

2 (C
0 Dγ

t u(tk+1) + C
0 Dγ

t u(tk)).
By the definition of the projection operator Π

1,0
N we have

(
δt̃e

k+ 1
2

N , vN
)

+ γ0
(
p(x)∂x̃ek+ 1

2
N , ∂xvN

)
+ γ0

(
q(x)̃ek+ 1

2
N , vN

)

=
k–1∑
j=0

(bj – bj+1)
(
δt̃e

k–1–j+ 1
2

N , vN
)

+ γ0
(
Rt

(
uk+ 1

2
)
, vN

)
+

2∑
i=1

Rk+1
i , ∀vN ∈ P

0
N , (16)

where

Rk+1
1 = –

(
δt̂e

k+ 1
2

N –
k–1∑
j=0

(bj – bj+1)δt̂e
k–1–j+ 1

2
N – bk

(
ψ – Π

1,0
N ψ

)
, vN

)
,

Rk+1
2 = –bk

(
ψ – Π

1,0
N ψ , vN

)
.

Since

δt̂e
k+ 1

2
N –

k–1∑
j=0

(bj – bj+1)δt̂e
k–1–j+ 1

2
N – bk

(
ψ – Π

1,0
N ψ

)

= γ0Lγ
t êk+ 1

2
N

=
γ0

2
(C

0 Dγ
t êN (tk+1) + C

0 Dγ
t êN (tk)

)
+ γ0Rt

(̂
ek+ 1

2
N

)
,
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by Lemmas 2, 3, and 4 we obtain

∣∣Rk+1
1

∣∣ ≤ cγ 2
0

bk

(
N2–2m∥∥C

0 Dγ
t u

∥∥2
L∞(0,T ;Hm(Λ)) + τ 6–2γ ‖u‖2

C3([0,T];H1(Λ))
)

+
1
6

bk‖vN‖2, (17)

∣∣Rk+1
2

∣∣ ≤ cbkN2–2m‖ψ‖2
m +

1
6

bk‖vN‖2, (18)

and

γ0
(
Rt

(
uk+ 1

2
)
, vN

) ≤ cγ 2
0

bk
τ 6–2γ ‖u‖2

C3([0,T];L2(Λ)) +
1
6

bk‖vN‖2, (19)

respectively.
Using inequality (6), Hölder’s inequality, and Young’s inequality, we get

k–1∑
j=0

(bj – bj+1)
(
δt̃e

k–1–j+ 1
2

N , vN
)

≤ 1
2

k–1∑
j=0

(bj – bj+1)
(∥∥δt̃e

k–1–j+ 1
2

N
∥∥2 + ‖vN‖2)

=
1
2

k–1∑
j=0

(bj – bj+1)
∥∥δt̃e

k–1–j+ 1
2

N
∥∥2 +

1
2

(1 – bk)‖vN‖2. (20)

Substituting inequalities (17)–(20) into (16) and taking vN = δt̃e
k+ 1

2
N , we deduce that

τ

k∑
j=0

bj
∥∥δt̃e

k–j+ 1
2

N
∥∥2 + γ0

∥∥∂x̃ek+1
N

∥∥2
p(x) + γ0

∥∥̃ek+1
N

∥∥2
q(x)

≤ τ

k–1∑
j=0

bj
∥∥δt̃e

k–1–j+ 1
2

N
∥∥2 + γ0

∥∥∂x̃ek
N
∥∥2

p(x) + γ0
∥∥̃ek

N
∥∥2

q(x) + 2τbkcN2–2m‖ψ‖2
m

+
2τγ 2

0
bk

c
(
N2–2m∥∥C

0 Dγ
t u

∥∥2
L∞(0,T ;Hm(Λ)) + τ 6–2γ ‖u‖2

C3([0,T],H1(Λ))
)
.

Analogously to the proof of Theorem 1, we obtain

∥∥∂x̃ek+1
N

∥∥2
p(x) +

∥∥̃ek+1
N

∥∥2
q(x)

≤ cΓ (2 – γ )Tγ
(
N2–2m∥∥C

0 Dγ
t u

∥∥2
L∞(0,T ;Hm(Λ)) + τ 6–2γ ‖u‖2

C3([0,T];H1(Λ))
)

+
cT2–γ

Γ (3 – γ )
N2–2m‖ψ‖2

m.

Finally, applying the triangular inequality ‖ek+1
N ‖ ≤ ‖̃ek+1

N ‖ + ‖̂ek+1
N ‖ and Lemmas 2 and 3,

we complete the proof. �
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4 The second fully discrete spectral scheme
From Lemma 4 we can see that the temporal accuracy of the scheme (5) is of order 3 – γ .
In this section, we present the other fully discrete scheme based on the approximation of
the Riemann–Liouville integral operator, which has second-order temporal accuracy. We
also derive the stability and convergence of the scheme.

4.1 Scheme II
The second fully discrete spectral scheme is based on the fractional integro-differential
equation, an equivalent form of the original equation.

By Definition 2 we can see that

C
0 Dγ

t u(x, t) =
1

Γ (1 – (γ – 1))

∫ t

0
(t – s)1–γ ∂s(∂su) ds = C

0 Dγ –1
t

(
∂tu(x, t)

)
,

and by (4) we obtain

0Iγ –1
t

C
0 Dγ

t u(x, t) = ∂tu(x, t) – ψ(x).

Therefore an equivalent form of the original equation (1) is

∂tu(x, t) = 0Iα
t Lu(x, t) + f (x, t) + ψ(x),

where α = γ – 1 and f (x, t) = 0Iα
t g(x, t).

There is no loss of generality in assuming that u(x, 0) = ϕ(x) ≡ 0. If u(x, 0) = ϕ(x) = 0, we
can consider the equation for v(x, t) = u(x, t) – ϕ(x). For the discretization of the fractional
integral operator 0Iα

t , we can continuously extend the solution u(x, t) to be zero for t < 0.
We use the weighted and shifted difference operator as in [36] (p. 9), viz.,

0Iα
t u(·, tk+1) = τα

k+1∑
j=0

λ
(α)
j u(·, tk+1–j) + O

(
τ 2), (21)

where

λ
(α)
0 =

(
1 –

α

2

)
ω

(α)
0 , λ

(α)
j =

(
1 –

α

2

)
ω

(α)
j +

α

2
ω

(α)
j–1, j ≥ 1, (22)

and ω
(α)
j = (–1)j(–α

j
)

for j ≥ 0.

Remark 1 We refer to [42] (p. 3) for the details of the second-order weighted and shifted
Grünwald difference (WSGD) operator, and (21) is derived analogously.

For simplicity, we denote

Iατ uk+1 = τα

k+1∑
j=0

λ
(α)
j uk+1–j,
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based on the Crank–Nicolson-type discretization. The second fully discrete spectral
scheme (Scheme II) is: find uk+1

N ∈ P
0
N , k = 0, 1, . . . , M – 1, such that

(
δtu

k+ 1
2

N , vN
)

= –
1
2
(
p(x)Iατ ∂x

(
uk+1

N + uk
N
)
, ∂xvN

)
–

1
2
(
q(x)Iατ

(
uk+1

N + uk
N
)
, vN

)
+

(
f k+ 1

2 , vN
)

+ (ψ , vN ), ∀vN ∈ P
0
N . (23)

For given uj
N , j = 0, 1, . . . , k, the Lax–Milgram lemma guarantees the well-posedness of

problem (23).

4.2 Stability and convergence of scheme (23)
To analyze the stability and convergence of the fully discrete scheme (23), we recall and
introduce some useful tools.

Lemma 5 (Discrete Grönwall’s inequality [43] (p. 369)) Let ν , B, and aμ, bμ, cμ, γμ for
integers μ ≥ 0 be nonnegative numbers such that

an + ν

n∑
μ=0

bμ ≤ ν

n∑
μ=0

γμaμ + ν

n∑
μ=0

cμ + B, n ≥ 0.

Suppose that νγμ < 1 for all μ, and set σμ ≡ (1 – νγμ)–1. Then

an + ν

n∑
μ=0

bμ ≤ exp

(
ν

n∑
μ=0

σμγμ

){
ν

n∑
μ=0

cμ + B

}
, n ≥ 0.

For the coefficients of {λ(α)
n }∞n=0, we have the following result.

Lemma 6 ([36] (p. 9)) Let {λ(α)
n }∞n=0 be the series defined in (22). For any positive integer l

and real vector (v1, v2, . . . , vl) ∈R
l , we have that

l–1∑
i=0

( i∑
j=0

λ
(α)
j vi+1–j

)
vi+1 ≥ 0.

We immediately get the following analogous result via the lemma.

Lemma 7 ([44] (p. 386)) Let r(x) be a nonnegative continuous function. Then for any pos-
itive integer l and real continuous functions v1(x), v2(x), ..., vl(x), we have

l–1∑
i=0

(
r(x)

i∑
j=0

λ
(α)
j vi+1–j(x), vi+1(x)

)
≥ 0,

where (·, ·) denotes the inner product on Λ.

We have the following result for the stability of the fully discrete scheme (23).
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Theorem 3 Suppose that τ < 1/2. The fully discrete scheme (23) is stable, viz., for 1 ≤ n ≤
M,

∥∥un
N
∥∥2 ≤ exp

(
2T

1 – 2τ

)(
τ

n–1∑
k=0

∥∥f k+ 1
2
∥∥2 + τ

n–1∑
k=0

‖ψ‖2

)
.

Proof Taking vN = uk+1
N + uk

N in (23) yields

1
τ

(∥∥uk+1
N

∥∥2 –
∥∥uk

N
∥∥2)

= –
τα

2

(
p(x)

k∑
j=0

λ
(α)
j ∂x

(
uk+1–j

N + uk–j
N

)
, ∂x

(
uk+1

N + uk
N
))

–
τα

2

(
q(x)

k∑
j=0

λ
(α)
j

(
uk+1–j

N + uk–j
N

)
, uk+1

N + uk
N

)

+
(
f k+ 1

2 , uk+1
N + uk

N
)

+
(
ψ , uk+1

N + uk
N
)
. (24)

For the last two terms on the right-hand side of (24), using Hölder’s and Young’s inequal-
ities, we have

(
f k+ 1

2 , uk+1
N + uk

N
) ≤ ∥∥f k+ 1

2
∥∥2 +

1
2
∥∥uk+1

N
∥∥2 +

1
2
∥∥uk

N
∥∥2 (25)

and

(
ψ , uk+1

N + uk
N
) ≤ ‖ψ‖2 +

1
2
∥∥uk+1

N
∥∥2 +

1
2
∥∥uk

N
∥∥2, (26)

respectively.
Substituting (25) and (26) into (24), summing for k from 0 to n – 1, and using Lemma 7,

we deduce that

∥∥un
N
∥∥2 ≤ –

τα+1

2

n–1∑
k=0

(
p(x)

k∑
j=0

λ
(α)
j ∂x

(
uk+1–j

N + uk–j
N

)
, ∂x

(
uk+1

N + uk
N
))

–
τα+1

2

n–1∑
k=0

(
q(x)

k∑
j=0

λ
(α)
j

(
uk+1–j

N + uk–j
N

)
, uk+1

N + uk
N

)

+ τ

n–1∑
k=0

∥∥uk+1
N

∥∥2 + τ

n–1∑
k=0

∥∥uk
N
∥∥2 + τ

n–1∑
k=0

∥∥f k+ 1
2
∥∥2 + τ

n–1∑
k=0

‖ψ‖2

≤ 2τ

n∑
k=0

∥∥uk
N
∥∥2 + τ

n–1∑
k=0

∥∥f k+ 1
2
∥∥2 + τ

n–1∑
k=0

‖ψ‖2.

Thus by Lemma 5 we get

∥∥un
N
∥∥2 ≤ exp

(
2T

1 – 2τ

)(
τ

n–1∑
k=0

∥∥f k+ 1
2
∥∥2 + τ

n–1∑
k=0

‖ψ‖2

)
.

The proof of the theorem is completed. �
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Remark 2 The restriction τ < 1/2 can be removed by using a delicate analysis as in [34].

Now we consider the error estimate of the fully discrete scheme (23).

Theorem 4 Let u be the solution of (1)–(3), let {uk
N }M

k=0 be the solutions of problem
(23) with the initial condition u0

N = Π
1,0
N u0(x). Assume that u ∈ L∞(0, T ; Hm(Λ)), ∂u

∂t ∈
L2(0, T ; Hm(Λ)), m ≥ 1, and τ < 1/2. Then we have

∥∥u(tk) – uk
N
∥∥ ≤ exp

(
2T

1 – 2τ

)(
cuτ

4 + cN2–2m‖∂tu‖2
L2(0,T ;Hm(Λ))

)
+ cN2–2m‖u‖2

L∞(0,T ;Hm(Λ)), 1 ≤ k ≤ M,

where c is a positive constant independent of N and τ , and cu is a positive constant depend-
ing only on u.

Proof Setting ej
N = uj – uj

N = ẽj
N + êj

N , ẽj
N = Π

1,0
N uj – uj

N , êj
N = uj –Π

1,0
N uj, particularly, ẽ0

N = 0
and e0

N = u0 – Π
1,0
N u0 = ê0

N , by (1) and (23) we get

(
δt̃e

k+ 1
2

N , vN
)

= –
τα

2

(
p(x)

k∑
j=0

λ
(α)
j ∂x

(
ek+1–j

N + ek–j
N

)
, ∂xvN

)

–
τα

2

(
q(x)

k∑
j=0

λ
(α)
j

(
ek+1–j

N + ek–j
N

)
, vN

)

–
(
δt̂e

k+ 1
2

N , vN
)

+
(
Rk+1

N , vN
)
, ∀vN ∈ P

0
N , (27)

where

Rk+1
N =δtuk+ 1

2 – ∂tuk+ 1
2 + 0Iα

t Luk+ 1
2 –

1
2
∂x

(
p(x)Iατ ∂x

(
uk+1 + uk))

+
1
2

q(x)Iατ
(
uk+1 + uk).

By the Taylor formula and (21) we have |Rk+1
N | ≤ cuτ

2.
Taking vN = ẽk+1

N + ẽk
N in (27) yields

1
τ

(∥∥̃ek+1
N

∥∥2 –
∥∥̃ek

N
∥∥2)

= –
τα

2

(
p(x)

k∑
j=0

λ
(α)
j ∂x

(
ek+1–j

N + ek–j
N

)
, ∂x

(̃
ek+1

N + ẽk
N
))

–
τα

2

(
q(x)

k∑
j=0

λ
(α)
j

(
ek+1–j

N + ek–j
N

)
, ẽk+1

N + ẽk
N

)

–
(
δt̂e

k+ 1
2

N , ẽk+1
N + ẽk

N
)

+
(
Rk+1

τ , ẽk+1
N + ẽk

N
)
. (28)
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For the last two terms of the right-hand side of (28), by Hölder’s and Young’s inequalities
we have

–
(
δt̂e

k+ 1
2

N , ẽk+1
N + ẽk

N
)

= –
(

1
τ

∫ tk+1

tk

∂t̂eN dt, ẽk+1
N + ẽk

N

)

≤ 1
τ

∫ tk+1

tk

‖∂t̂eN‖2 dt +
1
2
∥∥̃ek+1

N
∥∥2 +

1
2
∥∥̃ek

N
∥∥2 (29)

and

(
Rk+1

τ , ẽk+1
N + ẽk

N
) ≤ ∥∥Rk+1

τ

∥∥2 +
1
2
∥∥̃ek+1

N
∥∥2 +

1
2
∥∥̃ek

N
∥∥2, (30)

respectively.
Substituting (29) and (30) into (28), summing for k from 0 to n – 1, and using Lemmas 2

and 7, we have

∥∥̃en
N
∥∥2 ≤ –

τα+1

2

n–1∑
k=0

(
p(x)

k∑
j=0

λ
(α)
j ∂x

(̃
ek+1–j

N + ẽk–j
N

)
, ∂x

(̃
ek+1

N + ẽk
N
))

–
τα+1

2

n–1∑
k=0

(
q(x)

k∑
j=0

λ
(α)
j

(̃
ek+1–j

N + ẽk–j
N

)
, ẽk+1

N + ẽk
N

)

+
∫ tn

0
‖∂t̂eN‖2 dt + τ

n–1∑
k=0

∥∥̃ek+1
N

∥∥2 + τ

n–1∑
k=0

∥∥̃ek
N
∥∥2 + τ

n–1∑
k=0

∥∥Rk+1
τ

∥∥2

≤ 2τ

n∑
k=0

∥∥̃ek
N
∥∥2 + cN2–2m

∫ T

0
‖∂tu‖2

m dt + cuτ
4.

By Lemma 5 we obtain

∥∥̃en
N
∥∥2 ≤ exp

(
2T

1 – 2τ

)(
cuτ

4 + cN2–2m‖∂tu‖2
L2(0,T ;Hm(Λ))

)
.

Finally, using the triangular inequality ‖en
N‖ ≤ ‖̃en

N‖ + ‖̂en
N‖ and Lemmas 2 and 3, we get

the error estimate.
The proof is completed. �

5 Numerical experiments
In this section, we present numerical experiments to verify the theoretical results of two
schemes.

5.1 Implementation
For the sake of implementation of two fully discrete schemes, all the integrals in (5) and
(23) are evaluated by numerical quadratures from the practical and operational points of
view as in [45]. Since the integrands in these integrals are polynomials with respect to x,
we use the Legendre–Gauss–Lobatto quadrature to calculate these integrals.
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Let LN (x) be the Legendre polynomials of degree N , and let {xj}N
j=0 be the zeros of

(1 – x2)L′
N (x). Then {xj,ωj}N

j=0 are referred to as the Legendre–Gauss–Lobatto quadrature
nodes and weights, and the weights are

ωj =
2

N(N + 1)
1

[LN (xj)]2 , 0 ≤ j ≤ N .

We have the following quadrature:

∫ 1

–1
ϕ(x) dx =

N∑
j=0

ϕ(xj)ωj, ∀ϕ ∈ P2N–1(Λ).

Define the discrete inner product

(φ,ψ)N =
N∑

j=0

φ(xj)ψ(xj)ωj, ∀φ,ψ ∈ C0(Λ),

and the discrete norm ‖φ‖N := (φ,φ)1/2
N .

The function uk
N is expressed in terms of the Lagrangian interpolants hj(x) based on the

Legendre–Gauss–Lobatto points xj, j = 0, 1, . . . , N ,

uk
N (x) =

N∑
j=0

ũk
j hj(x),

where

ũk
j := uk

N (xj), hj(xi) = δij, i, j = 0, 1, . . . , N ,

and δij is the Kronecker delta symbol.
Letting α = (τγ0)/2, we can reform the first scheme (5) as

(
uk+1

N , vN
)

N + α
(
p(x)∂xuk+1

N , ∂xvN
)

N + α
(
q(x)uk+1

N , vN
)

N = FN (vN ), (31)

where

FN (vN )

=
(
uk

N , vN
)

N + bkτ (ψ , vN )N – α
(
p(x)∂xuk

N , ∂xvN
)

N – α
(
q(x)uk

N , vN
)

N

+
k–1∑
j=0

(bj – bj+1)
(
uk–j

N – uk–j–1
N , vN

)
N + 2α

(
gk+ 1

2 , vN
)

N .

Since uk+1
N (±1) = 0, by choosing vN to be hi(x), i = 1, 2, . . . , N – 1, we have

N–1∑
j=1

(
(hj, hi)N + α(p∂xhj, ∂xhi)N + α(qhj, hi)N

)̃
uk+1

j = FN (hi).
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Let

Uk+1 =
(̃
uk+1

1 , ũk+1
2 , . . . , ũk+1

N–1
)T,

Fk+1 =
(
Fk+1

N (h1), Fk+1
N (h2), . . . , Fk+1

N (hN–1)
)T.

Introduce the matrices

A = (Aij) =
(
(hi, hj)N

)N–1
i,j=1, B = (Bij) =

(
(p∂xhi, ∂xhj)N

)N–1
i,j=1,

C = (Cij) =
(
(qhi, hj)N

)N–1
i,j=1.

Then the matrix form of problem (31) is

(A + αB + αC)Uk+1 = Fk+1.

By the definition of the discrete inner product we can get the elements of the matrices as

Aij = (hi, hj)N = ωiδij, Bij =
N∑

l=0

p(xl)∂xhi(xl)∂xhj(xl)ωl,

Cij = q(xi)ωiδij.

The implementation of the second scheme (23) is similar.

5.2 Numerical results
We carry out some numerical examples in this subsection to illustrate the theoretical state-
ments.

Example 1 We consider equations (1)–(3) with p(x) = 3 – sin x, q(x) = 1 – cos x, and the
source term

g(x, t) =
24

Γ (5 – γ )
t4–γ sin(πx) + t4 sin(πx)

(
1 – cos x + π2(3 – sin x)

)
+ π t4 cos x cos(πx), x ∈ Λ.

The exact solution is

u(x, t) = t4 sin(πx).

Let N = 25, τ = 0.05, and γ = 1.1. The exact solution of Example 1 is shown in Fig. 1, and
numerical solutions by two schemes are shown in Figs. 2 and 3.

For T = 1, the exact solution and the numerical solutions of Example 1 are depicted in
Fig. 4. From Figs. 1–4 we can seen that the numerical solutions of two schemes are very
similar to the exact solution.

To confirm the temporal accuracy, we choose N large enough such that the space dis-
cretization error is negligible compared with the temporal error. Here we take N = 25 and
T = 1. Table 1 lists the errors ‖u(T) – uM

N ‖1 and temporal convergence orders of Scheme I,
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Figure 1 The exact solution of Example 1

Figure 2 The numerical solutions of Example 1 by
Scheme I with N = 25, τ = 0.05, γ = 1.1

Figure 3 The numerical solutions of Example 1 by
Scheme II with N = 25, τ = 0.05, γ = 1.1

Figure 4 The exact and numerical solution of
Example 1 with N = 25, τ = 0.05, γ = 1.1 at T = 1
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Table 1 H1 errors and temporal convergence orders of Scheme I for Example 1

τ γ = 1.1 γ = 1.5 γ = 1.9

Error Order Error Order Error Order

1/10 3.5575e–03 – 2.0007e–02 – 9.9520e–02 –
1/20 9.5487e–04 1.8975 7.1177e–03 1.4910 4.6896e–02 1.0855
1/40 2.5607e–04 1.8987 2.5248e–03 1.4953 2.1983e–02 1.0931
1/80 6.8643e–05 1.8994 8.9413e–04 1.4976 1.0280e–02 1.0965
1/160 1.8396e–05 1.8997 3.1638e–04 1.4988 4.8015e–03 1.0983
1/320 4.9297e–06 1.8998 1.1190e–04 1.4994 2.2413e–03 1.0992

Table 2 L2 errors and temporal convergence rates of Scheme II for Example 1

τ γ = 1.1 γ = 1.5 γ = 1.9

Error Order Error Order Error Order

1/10 1.3390e–03 – 6.9214e–03 – 9.3019e–03 –
1/20 3.5467e–04 1.9166 1.7767e–03 1.9619 2.3509e–03 1.9843
1/40 9.1195e–05 1.9595 4.4997e–04 1.9813 5.8999e–04 1.9944
1/80 2.3117e–05 1.9800 1.1321e–04 1.9908 1.4774e–04 1.9976
1/160 5.8191e–06 1.9901 2.8393e–05 1.9954 3.6962e–05 1.9989
1/320 1.4598e–06 1.9951 7.1094e–06 1.9977 9.2438e–06 1.9995

Figure 5 γ = 1.5, τ = 0.001, errors of Example 1
versus the polynomial degree N

and Table 2 shows the errors ‖u(T) – uM
N ‖ and temporal convergence orders of Scheme II,

which are consistent with our theoretical analysis. The convergence order is given by the
formula

Order =
log e1 – log e2

log τ1 – log τ2
,

where ei is the error corresponding to τi, i = 1, 2.
Next, we verify the spatial accuracy with respect to the polynomial degree N . By fixing

the time step small enough to reduce the contamination of the temporal error, we illustrate
the case of τ = 0.001 and γ = 1.5. As we can see from Fig. 5, the errors of the numerical so-
lutions decay exponentially in approximate lines as the polynomial degree N is increased.
This is the so-called spectral accuracy.
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Example 2 (Finite regular solution) We consider problem (1)–(3) with p(x) = 2 – sin x,
q(x) = 1 + cos x, and the source term

g(x, t)

=
6

Γ (4 – γ )
t3–γ (1 – x)(1 + x)2x

16
3 + t3(1 + cos x)(1 – x)(1 + x)2x

16
3

–
2
9

t3(2 – sin x)
(
104 + 152x – 209x2 – 275x3)x

10
3

+
t3

3
cos x

(
16 + 19x – 22x2 – 25x3)x

13
3 , x ∈ Λ.

The exact solution is

u(x, t) = t3(1 – x)(1 + x)2x
16
3 ,

which has finite regularity (we can readily to verify that u ∈ H5(Λ) but u /∈ H6(Λ)).

For comparison, we depict the exact and numerical solutions at different times T in
Fig. 6. Here we choose N = 50, τ = 0.05, and γ = 1.1. The black curve denotes the exact
solution, blue “O” represents the numerical solution of Scheme I and red “+” denotes the
numerical solution of Scheme II. Different curves with symbols “O” and “+” represent the
true solution and numerical solutions at different time T , respectively. The exact solution
and numerical solutions match well at different times T as shown in Fig. 6, which illustrates
that two numerical schemes effectively approximate the exact solution.

We take N = 100, which is large enough such that the space discretization error is negli-
gible compared with the temporal error. Table 3 lists the errors ‖u(T)–uM

N ‖1 and temporal

Figure 6 The exact and numerical solutions of
Example 2 with N = 50, τ = 0.05, γ = 1.1

Table 3 H1 errors and temporal convergence orders of Scheme I for Example 2

τ γ = 1.1 γ = 1.5 γ = 1.9

Error Order Error Order Error Order

1/10 1.3114e–04 – 8.0296e–04 – 4.2595e–03 –
1/20 3.5169e–05 1.8987 2.8371e–04 1.5009 2.0039e–03 1.0879
1/40 9.4157e–06 1.9012 1.0026e–04 1.5006 9.3907e–04 1.0935
1/80 2.5159e–06 1.9040 3.5436e–05 1.5005 4.3911e–04 1.0967
1/160 6.6847e–07 1.9121 1.2522e–05 1.5008 2.0509e–04 1.0983
1/320 1.7832e–07 1.9064 4.4217e–06 1.5018 9.5731e–05 1.0992
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Table 4 L2 errors and temporal convergence orders of Scheme II for Example 2

τ γ = 1.1 γ = 1.5 γ = 1.9

Error Order Error Order Error Order

1/10 9.9259e–05 – 4.2089e–04 – 5.3029e–04 –
1/20 2.5339e–05 1.9698 1.0644e–04 1.9834 1.3229e–04 2.0031
1/40 6.4011e–06 1.9850 2.6763e–05 1.9917 3.3056e–05 2.0007
1/80 1.6082e–06 1.9929 6.7107e–06 1.9957 8.2649e–06 1.9998
1/160 4.0289e–07 1.9970 1.6808e–06 1.9973 2.0665e–06 1.9998
1/320 1.0154e–07 1.9884 4.2141e–07 1.9959 5.1665e–07 1.9999

Figure 7 γ = 1.5, τ = 0.001, errors of Example 2
versus the polynomial degree N

convergence orders of Scheme I, and Table 4 shows the errors ‖u(T) – uM
N ‖ and temporal

convergence orders of Scheme II for Example 2, which are consistent with our theoretical
analysis. Here we choose T = 1.

Now we investigate the spatial accuracy with respect to the polynomial degree N . We
fix the time step τ = 0.001 to avoid the contamination of the temporal error and illustrate
the case γ = 1.5.

In Fig. 7, we present the errors with respect to the polynomial degree N in a log-log
scale for Example 2. Since its exact solution belongs to H5(Λ), but not to H6(Λ), we can
see from Fig. 7 that the convergence rate is between N–4 and N–5, which conforms with
our theoretical analysis.

6 Conclusions
In this paper, we presented and analyzed two fully discrete spectral schemes for the frac-
tional diffusion-wave equation with variable coefficients in a bounded domain, one based
on its original form and the other based on its equivalent fractional integro-differential
form. The stability and convergence of two schemes were rigorously established. We car-
ried out some numerical experiments to support the theoretical results. From numerical
examples we can seen that two numerical schemes work well on time-fractional diffusion-
wave equations, no matter the solution is sufficiently smooth or of finite regularity. The
schemes presented in the paper can also be extended to solve two- or three-dimensional
time fractional diffusion-wave equations on rectangular or cubical domains.
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