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allmentioned abovemake the high-efficiency numerical simulation of fractional reaction–
diffusion equation an urgent research problem (Uchaikin 2013; Chen et al. 2010) [8, 9].
Since fractional calculus has historical dependence and global correlation, the amount
of computation and storage of numerical simulation for fractional differential equation
is extremely large. Even with high-performance computers, it is difficult to simulate in
long-term history (the amount of computation increases exponentially with the increase
of time) or large computational domain (Guo et al. 2015; Sabatier et al. 2014) [10, 11].
Starting from the urgent need of scientific engineering computing in the era of big data,
the finite difference parallel computingmethod for fractional reaction–diffusion equation
has important scientific significance and engineering application value.
For the numerical computation of fractional evolution equation,more andmore numer-

ical computation methods are proposed (Singh et al. 2018; Kumar et al. 2018; Goswami
et al. 2019) [12–14]. At present, the relatively more mature methods are still the finite dif-
ference method and the series method (mainly Adomian decomposition and variational
iterativemethod). Among them, the finite differencemethod has a wide application range.
The advantages of the finite difference method are reflected in solving problems in small
spatial domain and short timehistory. The accuracy and stability of the algorithmcanmeet
the needs of numerical simulation of small-scale problems (Sun and Gao 2015; Liu et al.
2015) [15, 16]. The theoretical analysis methods mainly include Fourier method, energy
estimation, matrix method (eigenvalue), mathematical induction, and some other numer-
ical methods, but most of them cannot be used as universal numerical methods or lack a
perfect theoretical analysis. For time fractional diffusion equation, Lin and Xu (2007) [17]
constructed a finite difference scheme in time domain and a Legendre spectrum method
in spatial domain and proved the unconditional stability and convergence of the method.
For time fractional fourth order reaction–diffusion equationwith nonlinear reaction term,
Liu et al. (2015) [18] proposed a finite difference approximation in time direction and a
finite element approximation in spatial direction to obtain the numerical solution of the
time fractional fourth order reaction–diffusion equation and analyzed the unconditional
stability of the method. For time fractional reaction–diffusion equation, Liu et al. (2015)
[19] proposed an H1-Galerkin mixed finite element method and obtained the numerical
results with optimal time and spatial convergence order. Chen et al. (2016) [20] discussed
the numerical solution of distribution order time fractional reaction–diffusion equation
in semi-infinite spatial domain and proposed a fully discrete scheme based on finite differ-
ence method in time domain and spectral approximation using Laguerre function in spa-
tial domain. The numerical experiments verified the effectiveness of the proposed scheme.
Zhang and Yang (2018) [21] gave a class of explicit–implicit (E–I) and implicit–explicit (I–
E) difference methods for time fractional reaction–diffusion equation. The method had
second order spatial precision and 2 – � order time precision, and its computation time
was nearly 41% lower than that of the classical implicit difference scheme.
With the rapid development of multi-core and clustering technologies, parallel algo-

rithms have become one of themainstream technologies for improving numerical compu-
tational efficiency (Bjorstad and Luskin 2000; Chi et al. 2015) [22, 23]. For integer diffusion
equation, Evans and Abdullah (1983) [24] proposed the idea of group explicit (GE) and de-
signed the alternating group explicit (AGE) scheme, which not only ensured the stability of
numerical computation, but also had good parallel performance. Implicit scheme gener-
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ally has good stability but is not suitable for parallelization. Inspired by themethod of con-
structing AGE scheme, Zhang et al. (1994) [25] proposed the idea of constructing segment
implicit schemes using Saul’yev asymmetric scheme, and appropriately used alternating
techniques to establish a variety of explicit–implicit and pure implicit alternating parallel
methods, which obtained research results with both stability and parallelism. Academi-
cian Zhou (1997) [26] called the mixed explicit and implicit schemes for the most general
parabolic equation as a difference scheme with intrinsic parallelism. He studied the theo-
retical issues such as the existence, uniqueness, convergence, and stability of the difference
decomposition, and established the basic theory of the difference methods with intrinsic
parallelism for parabolic equation.Wang (2006) [27] constructed a class of alternating dif-
ference schemeswith intrinsic parallelism for theKdVequation using Saul’yev asymmetric
scheme combined with C–N difference scheme and proved the linear absolute stability of
the scheme. Yuan et al. (2007) [28] proposed a class of parallel difference schemes with
unconditional stability and second order spatial precision for nonlinear parabolic equa-
tion. The main advantage of these difference schemes with intrinsic parallelism is that the
schemes can be directly applied to parallel computer systems with distributed memory
and minimize the amounts of communication between processors. The algorithm only
needs to transfer local messages between adjacent processors. The communication and
computation involved are local so that it is easier to load balance between them, thus ob-
taining good precision and scalability of parallel computing.
In recent years, some progress has been made in the fast algorithm for fractional partial

differential equation.Most of fast algorithms are parallel algorithms for studying algebraic
equations from the perspective of numerical algebra. Wang et al. (2010) [29] gave a dif-
ferential scheme O(N log2 N) fast algorithm for the one-dimensional space fractional dif-
fusion equation based on the special structure of the difference matrix in the constructed
scheme, and further extended the fast algorithm to solve two-dimensional space frac-
tional diffusion equation, which was an early attempt to apply a fast algorithm to numer-
ical simulation of fractional differential equations. Diethelm (2011) [30] performed par-
allel computation on the second order Adams–Bashforth–Moulton method of fractional
derivatives, and discussed the accuracy of the parallel algorithm. Wang et al. (2012) [31]
constructed an improved conjugate gradient squared (CGS) method by decomposing a
two-dimensional spatial fractional difference matrix into a class-like Toeplitz matrix. Mo-
roney et al. (2013) [32] constructed a Newton–Krylov fast iterative method with Poisson
preprocessing operator to solve nonlinear spatial fractional diffusion equations. Gong et
al. (2013) [33] implemented parallel computation for the explicit difference scheme of the
Riesz spatial fractional diffusion equation. The core content of parallelization was parallel
computing of matrix and vector product, vector and vector addition. Sweilam et al. (2014)
[34] constructed a class of parallel Crank–Nicolson difference schemes for time fractional
parabolic equations. The core of the method is to solve the discrete algebraic equations in
parallel by using preconditioned conjugate gradient method. Lu et al. (2015) [35] estab-
lished a differential scheme for time fractional sub-diffusion equations and proposed a fast
algorithm based on its special structure. Wang et al. (2016) [36] studied the parallel algo-
rithm of the implicit difference scheme for Caputo fractional reaction–diffusion equation.
After parallelization, the computational efficiency of the original scheme is improved. The
purpose is to parallelize the serial algorithm under the principle of minimizing communi-
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cation, properly allocating computational tasks, and trying not to change the original serial
difference scheme.Wu et al. (2018) [37] proposed an alternating segment Crank–Nicolson
parallel difference scheme for time fractional sub-diffusion equation,which had ideal com-
puting accuracy and efficiency. For nonlinear time-space fractional parabolic partial differ-
ential equations, Biala andKhaliq (2018) [38] developed a time stepping schemewhichwas
implemented in parallel using the distributed (MPI), shared memory systems (OpenMP),
and a combination of both, and the scheme was shown to be convergent and of order
1+�. Fu andWang (2019) [39] developed a fast parallel finite differencemethod for space-
time fractional partial differential equations, which used amatrix-free preconditioned fast
Krylov subspace iterative solver at each time step, significantly reducing computational
complexity and memory requirement.
We do not study parallel algorithms from the perspective of numerical algebra, but

based on the parallelization of traditional differential schemes, we seek to explore another
way of parallelization skipping the difficulty of numerical algebra. A class of mixed differ-
ence parallel computingmethods for solving fractional reaction–diffusion equation is pro-
posed in this paper. Based on the classical C–N scheme and classical explicit and implicit
schemes, our proposed method combines alternating segment techniques to construct
an improved alternating segment Crank–Nicolson (IASC–N) difference scheme. We an-
alyze the existence, uniqueness, unconditional stability, and convergence of the IASC–N
scheme solution theoretically, and numerical experiments verify the theoretical analysis.
The computational efficiency of IASC–N scheme is greatly improved compared to the im-
plicit scheme and theC–N scheme. The ideal computational accuracy and obvious parallel
computing properties indicate that the IASC–N parallel difference scheme is effective for
solving time fractional reaction–diffusion equation.
The structure of this paper is as follows. In Sect. 2, the time fractional reaction–diffusion

equation is given and the IASC–N parallel difference scheme is constructed. In Sect. 3,
the unique solvability, stability, and convergence of the method are proved rigorously. In
Sect. 4, the specific numerical example is given which verifies the efficiency of the con-
structed scheme and supports theoretical results.

2 Alternating segment C–N parallel difference scheme for time fractional
reaction–diffusion equation

2.1 Time fractional reaction–diffusion equation
Consider the time fractional reaction–diffusion equation defined in region � = {0 ≤ x ≤
L, 0≤ t ≤ T} (Uchaikin 2013; Chen et al. 2010; Guo et al. 2015) [8–10]:

⎧
⎪⎪⎨

⎪⎪⎩

��u(x,t)
�t� = �2u(x,t)

�x2 – pu(x, t) + f (x, t),

u(x, 0) = u0(x),

u(0, t) = u(L, t) = 0,

(1)

where f (x, t) and u0(x) are given functions, p is a nonnegative constant, 0 < � < 1, and
��u(x,t)

�t� is a Caputo-type fractional derivative defined by

C
0 D�

t u(x, t) =
��u(x, t)

�t� =
1

� (1 – �)

∫ t

0

�u(x, � )
��

d�
(t – � )�

.
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When f (x, t) = 0, the analytical solution of Eq. (1) in region � = {0 ≤ x ≤ L, 0 ≤ t ≤ T}
can be obtained by finite sine and Laplace transforms as follows (Guo et al. 2015; Sabatier
et al. 2014) [10, 11]:

u(x, t) =
2
L

∞∑

n=1

E�
[
–
(
p + a2n2t�)]

sin(anx)
∫ L

0
u0(r) sin(anr) dr,

where E�(z) is a Mittag-Leffler function, E�(z) =
∑∞

k=0
zk

� (�k+1) , and a = �
L .

2.2 A class of IASC–N parallel difference schemes
With the space step h and the time step � , the solution region � is divided into grids
and the grid points are (xi, tk). Let space step h = L

M and time step � = T
N , then xi = ih,

i = 0, 1, 2, . . . ,M, and tk = k� , k = 0, 1, 2, . . . ,N . Let Uk
i be the numerical solution to u(xi, tk)

and f k
i be the exact solution to f (xi, tk).

The time fractional derivative of Eq. (1) can be discretized into the following form:

��u(xi, tk+1)
�t� =

1
� (1 – �)

k∑

j=0

∫ (j+1)�

j�

�u(xi, � )
��

d�
(tk+1 – � )�

≈ 1
� (1 – �)

k∑

j=0

u(xi, tj+1) – u(xi, tj)
�

∫ (j+1)�

j�

d�
(tn+1 – � )�

=
� 1–�

� (2 – �)

k∑

j=0

(j + i)1–� – j1–�

�
[
u(xi, tk+1–j) – u(xi, tk–j)

]

=
�–�

� (2 – �)

k∑

j=0

lj
[
u(xi, tk+1–j) – u(xi, tk–j)

]
,

where lj = (j + 1)(1–�) – j(1–�), j = 0, 1, 2, . . . ,N . Then there is

C
0 D�

t u(xi, tk+1) =
�–�

� (2 – �)

k∑

j=0

lj
[
u(xi, tk+1–j) – u(xi, tk–j)

]
. (2)

To construct the IASC–N scheme of Eq. (1), give the following three discrete schemes
first, where c = ��� (2 – �), a = c

h2 , and b = pc.
(1) Classical explicit difference scheme

C
0 D�

t u(xi, tk+1) =
1
h2

(
Uk

i–1 – 2Uk
i + Uk

i+1
)
– pUk

i + f k
i .

In conjunction with Eq. (2), the above scheme can be rewritten as

k∑

j=0

lj
(
Uk+1–j

i – Uk–j
i

)
= a

(
Uk

i–1 – 2Uk
i + Uk

i+1
)
– bUk

i + cf k
i . (3)

(2) Classical implicit difference scheme

C
0 D�

t u(xi, tk+1) =
1
h2

(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1
)
– pUk+1

i + f k+1
i .



Yang and Dang Advances in Difference Equations        (2019) 2019:417 Page 6 of 18

In conjunction with Eq. (2), the above scheme can be rewritten as

k∑

j=0

lj
(
Uk+1–j

i – Uk–j
i

)
= a

(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1
)
– bUk+1

i + cf k+1
i . (4)

(3) C–N difference scheme

C
0 D�

t u(xi, tk+1) =
1
2h2

(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1 + Uk
i–1 – 2Uk

i + Uk
i+1

)

–
p
2
(
Uk+1

i + Uk
i
)
+
1
2
(
f k+1
i + f k

i
)
.

In conjunction with Eq. (2), the above scheme can be rewritten as

k∑

j=0

lj
(
Uk+1–j

i – Uk–j
i

)
=

a
2
(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1 + Uk
i–1 – 2Uk

i + Uk
i+1

)

–
b
2
(
Uk+1

i + Uk
i
)
+

c
2
(
f k+1
i + f k

i
)
. (5)

Let cj = lj–1 – lj, j = 1, 2, . . . ,N .
When k = 0, we have

U1
i = aU0

i+1 + (1 – 2a – b)U0
i + aU0

i–1 + cf 0i ,

–aU1
i–1 + (1 + 2a + b)U1

i – aU1
i+1 = U0

i + cf 1i ,

–
a
2

U1
i–1 +

(

1 + a +
b
2

)

U1
i –

a
2

U1
i+1 =

a
2

U0
i–1 +

(

1 – a –
b
2

)

U0
i +

a
2

U0
i+1 +

c
2
(
f 1i + f 0i

)
.

When k > 0, we have

Uk+1
i = aUk

i+1 + (c1 – 2a – b)Uk
i + aUk

i–1 +
k–1∑

j=1

cj+1Uk–j
i + lkU0

i + cf k
i , (6)

–aUk+1
i–1 + (1 + 2a + b)Uk+1

i – aUk+1
i+1 = c1Uk

i +
k–1∑

j=1

cj+1Uk–j
i + lkU0

i + cf k+1
i , (7)

–
a
2

Uk+1
i–1 +

(

1 + a +
b
2

)

Uk+1
i –

a
2

Uk+1
i+1 =

a
2

Uk
i–1 +

(

c1 – a –
b
2

)

Uk
i +

a
2

Uk
i+1

+
k–1∑

j=1

cj+1Uk–j
i + lkU0

i +
c
2
(
f k+1
i + f k

i
)
. (8)

Combine the three schemes (6), (7), (8) to construct IASC–N scheme as follows.
There are M intervals on each time numerical layer, and the points on the same time

numerical layer are divided intoB segments. LetB be an oddnumber (no loss of generality)
and each segment have l points, then M–1 = Bl, where B and l are positive integers, B ≥ 3
and l ≥ 3. For points on odd time layers, when i0 = l, 2l, . . . , (B – 1)l, calculate the inner
boundary points (xi0 , tk+1) by the classical explicit scheme (6); when i0 = l+1, 2l+1, . . . , (B–
1)l + 1, calculate the inner boundary points (xi0 , tk+1) by the classical implicit scheme (7);
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Figure 1 Schematic diagram of the IASC–N scheme (B = 5)

and calculate the inner points by the C–N scheme (8). For points on even time layers,
when i0 = l, 2l, . . . , (B – 1)l, calculate the inner boundary points (xi0 , tk+2) by the classical
implicit scheme (7); when i0 = l + 1, 2l + 1, . . . , (B – 1)l + 1, calculate the inner boundary
points (xi0 , tk+2) by the classical explicit scheme (6); and calculate the inner points by the
C–N scheme (8). Particularly, use the C–N scheme at the boundary of both ends of the
time numerical layers.
Let M = 26, B = 5, and l = 5. The construction principle of IASC–N scheme is shown in

Fig. 1, where the classical explicit scheme is used in � place, the classical implicit scheme
is used in � place, and the C–N scheme is used in � place.
Above all, the IASC–N scheme of Eq. (1) can be constructed as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(I + A1G)U1 = (I – A2G)U0 + b0 + cA1f 1 + cA2f 0,

(I + A2G)Uk+1 = (c1I – A1G)Uk + bk +
∑k–1

j=1 cj+1Uk–j + lkU0

+ cA2f k+1 + cA1f k ,

(I + A1G)Uk+2 = (c1I – A2G)Uk+1 + bk+1 +
∑k

j=1 cj+1Uk–j+1 + lk+1U0

+ cA1f k+2 + cA2f k+1,

k = 1, 3, . . . , (9)

where

G =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

2a + b –a
–a 2a + b –a

. . .
–a 2a + b –a

–a 2a + b

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M–1)×(M–1)

,

	i =

⎧
⎪⎪⎨

⎪⎪⎩

0, i = l, 2l, . . . , (B – 1)l,

1, i = l + 1, 2l + 1, . . . , (B – 1)l + 1,
1
2 , elsewhere,

Uk = (Uk
1 ,Uk

2 , . . . ,Uk
M–1)

T , bk = ( a
2 (U

k+1
0 + Uk

0 ), 0, . . . , 0,
a
2 (U

k+1
M + Uk

M))T , f k = (f k
1 , f k

2 , . . . ,
f k
M–1)T , k = 0, 1, 2, . . . ,N , A1 = diag(	1, 	2, . . . , 	M–2, 	M–1), A1 + A2 = I , and I is an (M – 1)th
order identity matrix.
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3 Numerical analysis of IASC–N scheme for time fractional reaction–diffusion
equation

3.1 Existence and uniqueness of IASC–N scheme solution
Since

A1G =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

	1(2a + b) –	1a
–	2a 	2(2a + b) –	2a

. . .
–	M–2a 	M–2(2a + b) –	M–2a

–	M–1a 	M–1(2a + b)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M–1)×(M–1)

is a weak diagonally dominant matrix, I + A1G is a strict diagonally dominant matrix.
Similarly, I +A2G is also a strict diagonally dominant matrix. We have that the coefficient
matrices I + A1G and I + A2G of IASC–N scheme (9) are non-singular matrices. So there
is the following theorem.

Theorem 1 The IASC–N parallel difference scheme (9) for time fractional reaction–
diffusion equation has a unique solution.

3.2 Unconditional stability of IASC–N scheme
Lemma 1 (Kellogg lemma [27]) If matrix A + AT is nonnegative, then for ∀	 > 0, there is
‖(	 I – A)(	 I + A)–1‖2 ≤ 1.

Lemma 2 A1G + (A1G)T and A2G + (A2G)T defined in the IASC–N scheme (9) are non-
negative definite matrices.

Proof Since

A1G + (A1G)T = A1
(
G + GT)

= A1

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

4a + 2b –2a
–2a 4a + 2b –2a

. . .
–2a 4a + 2b –2a

–2a 4a + 2b

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(M–1)×(M–1)

is aweak diagonally dominantmatrix and the diagonal elements are nonnegative real num-
bers, A1G+(A1G)T is a nonnegative definite matrix. Similarly, A2G+(A2G)T is also a non-
negative definite matrix. The lemma is proved. �

Let Uk
i be the exact solution and Ũk

i be the approximate solution of the difference
scheme. Denote the error 
k

i = Ũk
i – Uk

i and Ek = (
k
1 , 


k
2 , . . . , 


k
M–1). Here 
k

0 = 
k
M = 0 and

k = 0, 1, 2, . . . ,N . Then scheme (9) satisfies

⎧
⎪⎪⎨

⎪⎪⎩

(I + A1G)E1 = (I – A2G)E0,

(I + A2G)Ek+1 = (c1I – A1G)Ek + c2Ek–1 + · · · + ckE1 + lkE0,

(I + A1G)Ek+2 = (c1I – A2G)Ek+1 + c2Ek + · · · + ck+1E1 + lk+1E0,

k = 1, 3, 5, . . . .
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It is easy to get that the minimum eigenvalues of the matrices A1G and A2G are zero.
Let �1 and �2 (�1,�2 ≥ 0) be any eigenvalue of the matrix A1G, there is ‖(c1I – A1G)(c1I +
A1G)–1‖2 = max{ |c1–�1|

c1+�2
} ≤ 1 by Lemma 1 and Lemma 2. Therefore, let �2 = 0 and �1 be

taken as the eigenvalue of the matrix A1G, which makes |c1 – �1| the largest, we have
|c1–�1|
c1+�2

≤ 1. Let �3 and �4 (�3,�4 ≥ 0) be any eigenvalue of the matrix A2G. Obtained by
‖(c1I –A2G)(c1I +A2G)–1‖2 = max{ |c1–�3|

c1+�4
} ≤ 1, let �4 = 0 and �3 be taken as the eigenvalue

of the matrix A2G, which makes |c1 – �3| the largest, we get |c1–�3|
c1+�4

≤ 1.
When 0 ≤ �1 ≤ c1, we have |c1–�1|+l1

1+�4
= c1–�1+l1

1+�4
= 1 – �1 ≤ 1.

When �1 > c1, let �1 = r1c1 (r1 > 1), from |c1–�1|
c1+�2

≤ 1, r1 ≤ 2 can be obtained. Therefore,
there is c1 < �1 ≤ 2c1, and |c1–�1|+l1

1+�4
= �1–c1+l1

1+�4
≤ 2c1–c1+l1

1+�4
= 1 at this time.

Above all, |c1–�1|+l1
1+�4

≤ 1. Similarly, we can get |c1–�3|+l1
1+�2

≤ 1.
When k = 1 (k is the time layer),

∥
∥E1∥∥

2 =
∥
∥(I + G1)–1(I – G2)E0∥∥

2

≤ ∥
∥(I + G1)–1

∥
∥
2

∥
∥(I – G2)E0∥∥

2

≤ |1 – �3|
1 + �2

∥
∥E0∥∥

2

≤ ∥
∥E0∥∥

2.

When k = 2,

∥
∥E2∥∥

2 =
∥
∥(I + G2)–1

[
(c1I – G1)E1 + l1E0]∥∥

2

≤ ∥
∥(I + G2)–1

∥
∥
2

∥
∥(c1I – G1)E1 + l1E0∥∥

2

≤ |c1 – �1| + l1
1 + �4

∥
∥E0∥∥

2

≤ ∥
∥E0∥∥

2.

It is assumed that when k ≤ 2n, ‖Ek‖2 ≤ ‖E0‖2 holds. Then there are

∥
∥E2n+1∥∥

2 =
∥
∥(I + G1)–1

[
(c1I – G2)E2n + c2E2n–1 + · · · + c2nE1 + l2nE0]∥∥

2

≤ ∥
∥(I + G1)–1

∥
∥
2

∥
∥(c1I – G2)E2n + c2E2n–1 + · · · + c2nE1 + l2nE0∥∥

2

≤ |c1 – �3| + c2 + · · · + c2n + l2n

1 + �2

∥
∥E0∥∥

2

=
|c1 – �3| + l1

1 + �2

∥
∥E0∥∥

2

≤ ∥
∥E0∥∥

2,
∥
∥E2n+2∥∥

2 =
∥
∥(I + G2)–1

[
(c1I – G1)E2n+1 + c2E2n + · · · + c2n+1E1 + l2n+1E0]∥∥

2

≤ ∥
∥(I + G2)–1

∥
∥
2

∥
∥(c1I – G1)E2n+1 + c2E2n + · · · + c2n+1E1 + l2n+1E0∥∥

2

≤ |c1 – �1| + c2 + · · · + c2n+1 + l2n+1

1 + �4

∥
∥E0∥∥

2

=
|c1 – �1| + l1

1 + �4

∥
∥E0∥∥

2

≤ ∥
∥E0∥∥

2.
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Above all, we can get ‖Ek‖2 ≤ ‖E0‖2, where k = 1, 2, . . . ,N .

Theorem 2 The IASC–N parallel difference scheme (9) for time fractional reaction–
diffusion equation is unconditionally stable.

3.3 Convergence of IASC–N scheme
It is known that C

0 D�
t u(xi, tk+1) has 2 – � order numerical accuracy (Lin et al. 2011; Gao et

al. 2014) [40, 41]. Let CU = max0≤t≤tk+1{| �2U(xi ,t)
�t2 |}, then we have

��+1U(xi, tk+1)
�t�+1 =

1
� (1 – �)

∫ t

0

�2U(xi, � )
�� 2

d�
(tk+1 – � )�

=
1

� (1 – �)

k∑

j=0

∫ (j+1)�

j�

�2U(xi, � )
�� 2

d�
(tk+1 – � )�

≤ 1
� (1 – �)

max
0≤t≤tk+1

{∣
∣
∣
∣
�2U(xi, t)

�t2

∣
∣
∣
∣

} k∑

j=0

∫ (j+1)�

j�

d�
(tk+1 – � )�

=
CU

� (1 – �)

k∑

j=0

∫ (j+1)�

j�

d�
(tk+1 – � )�

=
CU� 1–�

� (2 – �)

k∑

j=0

[
(k + 1 – j)1–� – (k – j)1–�]

≤ (k + 1)1–�CU� 1–�

� (2 – �)
.

Consider the explicit scheme (10) on k + 1 time layer and the implicit scheme (11) on
k + 2 time layer:

C
0 D�

t u(xi, tk+1) =
1
h2

(
Uk

i–1 – 2Uk
i + Uk

i+1
)
– pUk

i + f k
i , (10)

C
0 D�

t u(xi, tk+2) =
1
h2

(
Uk+2

i–1 – 2Uk+2
i + Uk+2

i+1
)
– pUk+2

i + f k+2
i . (11)

Perform the Taylor expansion of schemes (10) and (11) at Uk+1
i respectively, and obtain

the truncation errors T1(� ,h) and T2(� ,h) as follows:

T1(� ,h) =
��U(xi, tk+1)

�t� –
1
h2

(
Uk

i–1 – 2Uk
i + Uk

i+1
)
+ pUk

i

=
��U(xi, tk+1)

�t� – Uxx + pU + �Uxxt – p�Ut –
h2

12
Uxxxx + O

(
� + h2),

T2(� ,h) =
��U(xi, tk+2)

�t� –
1
h2

(
Uk+2

i–1 – 2Uk+2
i + Uk+2

i+1
)
+ pUk+2

i

=
��U(xi, tk+1)

�t� + �
��+1U(xi, tk+1)

�t�+1 – Uxx + pU – �Uxxt + p�Ut

–
h2

12
Uxxxx + O

(
� + h2).
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Consider C–N scheme (12) on k +1 time layer and C–N scheme (13) on k +2 time layer:

C
0 D�

t u(xi, tk+1) =
1
2h2

(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1 + Uk
i–1 – 2Uk

i + Uk
i+1

)

–
p
2
(
Uk+1

i + Uk
i
)
+
1
2
(
f k+1
i + f k

i
)
, (12)

C
0 D�

t u(xi, tk+2) =
1
2h2

(
Uk+2

i–1 – 2Uk+2
i + Uk+2

i+1 + Uk+1
i–1 – 2Uk+1

i + Uk+1
i+1

)

–
p
2
(
Uk+2

i + Uk+1
i

)
+
1
2
(
f k+2
i + f k+1

i
)
. (13)

Perform the Taylor expansion of schemes (12) and (13) at Uk+1
i respectively, and obtain

the truncation errors T3(� ,h) and T4(� ,h) as follows:

T3(� ,h) =
��U(xi, tk+1)

�t� –
1
2h2

(
Uk+1

i–1 – 2Uk+1
i + Uk+1

i+1 + Uk
i–1 – 2Uk

i + Uk
i+1

)

+
p
2
(
Uk+1

i + Uk
i
)

=
��U(xi, tk+1)

�t� – Uxx + pU +
�
2

Uxxt –
p�
2

Ut –
h2

12
Uxxxx + O

(
� + h2),

T4(� ,h) =
��U(xi, tk+2)

�t� –
1
2h2

(
Uk+2

i–1 – 2Uk+2
i + Uk+2

i+1 + Uk+1
i–1 – 2Uk+1

i + Uk+1
i+1

)

+
p
2
(
Uk+2

i + Uk+1
i

)

=
��U(xi, tk+1)

�t� + �
��+1U(xi, tk+1)

�t�+1 – Uxx + pU –
�
2

Uxxt +
p�
2

Ut

–
h2

12
Uxxxx + O

(
� + h2).

When explicit and implicit schemes are used alternately in different time layers,
the �Uxxt and p�Ut terms in the truncation errors T1(� ,h) and T2(� ,h) are canceled.
� ��+1U(xi ,tk+1)

�t�+1 ≤ C̃� 2–� and C̃ = (k+1)1–�CU
� (2–�) > 0 are known. Therefore we can get that the

scheme accuracy at the inner boundary points is O(� 2–� + h2). Similarly, when C–N
schemes are used alternately in different time layers, the �

2Uxxt and p�
2 Ut terms of the

truncation errors T3(� ,h) and T4(� ,h) are canceled. So the scheme accuracy at the inner
points and the boundary at both ends is still O(� 2–� + h2).

Theorem 3 The computation accuracy of the IASC–N parallel difference scheme (9) for
time fractional reaction–diffusion equation is O(� 2–� + h2).

4 Numerical experiments
The numerical experiments are based on Intel Core i5-3230 CPU and run in Mat-
labR2016a environment (Liu 2012) [42]. We consider the following fractional reaction–
diffusion equation (Lin and Xu 2007; Jiang and Ma 2011) [17, 43]:

⎧
⎪⎪⎨

⎪⎪⎩

��u(x,t)
�t� = �2u(x,t)

�x2 – pu(x, t) + f (x, t),

u(x, 0) = u0(x),

u(0, t) = u(2, t) = 0,

0≤ x ≤ 1, 0≤ t ≤ 1, (14)
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where f (x, t) = 2
� (3–�) t

2–� sin(2�x)+4�2t2 sin(2�x), u0(x) = 0, p = 0, and 0 < � < 1. It is easy
to get its analytical solution as follows (Lin and Xu 2007; Jiang and Ma 2011) [17, 43]:

u(x, t) = t2 sin(2�x). (15)

Take � = 0.7,M = 81,N = 1000, B = 5, and l = M–1
B = 16, and give surface plots of the ana-

lytical solution (15), implicit scheme solution, C–N scheme solution, and IASC–N scheme
solution (9) as follows. As can be seen from Fig. 2, Fig. 3, Fig. 4, and Fig. 5, the shape of
the three scheme solution surfaces is consistent with the shape of the analytical solution
surface, and the surface of the IASC–N scheme solution is smooth.
Let t = 0.4, and compare the IASC–N scheme solution, implicit scheme solution, and

C–N scheme solution with the analytical solution. The scheme solution is very close to
the analytical solution. The computation results are shown in Table 1.
Take � = 0.3, 0.5, 0.7 respectively, and compare the scheme solutions with the analytical

solutions at t = 0.4. The computation result is shown in Fig. 6. The scheme solution curve
is very close to the analytical solution curve, indicating that the fractional order parameter
� has little effect on the computation accuracy, that is, the fractional order does not have

Figure 2 Surface of the analytical solution (� = 0.7)

Figure 3 Surface of the implicit scheme solution (� = 0.7)
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Figure 4 Surface of the C–N scheme solution (� = 0.7)

Figure 5 Surface of the IASC–N scheme solution (� = 0.7)

Table 1 Comparison of scheme solutions and analytical solutions (� = 0.7)

x 0.2 0.4 0.6 0.8

Analytical solution 0.152169 0.094046 –0.094046 –0.152169
Implicit scheme solution 0.152168 0.094023 –0.094023 –0.152168
C–N scheme solution 0.152184 0.094011 –0.094011 –0.152184
IASC–N scheme solution 0.151216 0.087818 –0.087822 –0.151209

much influence on the dynamic behavior of the system. Therefore, the IASC–N method
is a high precision difference method for solving fractional reaction–diffusion equation.
In order to verify the stability and computation accuracy of the IASC–N scheme, take

� = 0.7, M = 81, and N = 1000, and give the change of relative error with time and space
changing. Let the equation analytical solution uk

i be the control solution and the scheme
solution Uk

i be the disturbance solution. The sum of relative error for every time level
(SRET) and the difference total energy (DTE) are defined as follows:

SRET(k) =
M∑

i=1

|uk
i – Uk

i |
Uk

i
, DTE(i) =

1
2

N∑

k=1

(
uk

i – Uk
i
)2.
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Figure 6 Comparison of the IASC–N scheme solution and the analytical solution

Figure 7 SRET curves of three schemes (� = 0.7)

The SRET curve in Fig. 7 shows that although the error of the scheme solution is slightly
larger when the number of time layers is small, as the number of time layers increases,
SRET decreases rapidly and tends to zero, indicating that the IASC–N scheme for time
fractional reaction–diffusion equation is computationally stable.
The DTE curve in Fig. 8 shows that the IASC–N scheme solution better approximates

the analytical solution compared to the implicit scheme solution and the C–N scheme
solution. The DTE curves of the three schemes have similar trends and are all less than
2.5 × 10–5, indicating that the IASC–N scheme for time fractional reaction–diffusion
equation has good computational accuracy.
The time convergence order and spatial convergence order of the IASC–N scheme are

verified below. Define E2(h, � ) as the L2 mode, Order1 as the time convergence order, and
Order2 as the spatial convergence order as follows (Jiang and Ma 2011) [43]:

E2(h, � ) = max
0≤k≤N

∥
∥uk

i – Uk
i
∥
∥
2,
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Figure 8 DTE curves of three schemes (� = 0.7)

Table 2 Scheme errors and time convergence orders (� = 0.5, h = 1
80 )

N Implicit scheme C–N scheme IASC–N scheme

E2(h,� ) Order1 E2(h,� ) Order1 E2(h,� ) Order1

5600 6.0126e–05 – 6.2566e–05 – 1.1149e–04 –
5800 5.7052e–05 1.4952 5.9409e–05 1.4756 1.0583e–04 1.4843
6000 5.4184e–05 1.5217 5.6462e–05 1.5008 1.0059e–04 1.4981
6200 5.1500e–05 1.5492 5.3705e–05 1.5269 9.5721e–05 1.5124
6400 4.8984e–05 1.5778 5.1120e–05 1.5538 9.1191e–05 1.5271

Table 3 Scheme errors and spatial convergence orders (� = 0.5, � = h2)

M Implicit scheme C–N scheme IASC–N scheme

E2(h,� ) Order2 E2(h,� ) Order2 E2(h,� ) Order2

101 3.2314e–04 – 3.3097e–04 – 6.2148e–04 –
201 8.0660e–05 2.0167 8.2618e–05 2.0166 1.5433e–04 2.0242
301 3.5826e–05 2.0098 3.6697e–05 2.0097 6.8421e–05 2.0144
401 2.0146e–05 2.0070 2.0635e–05 2.0069 3.8438e–05 2.0103
501 1.2891e–05 2.0054 1.3204e–05 2.0054 2.4571e–05 2.0097

Order1 =
ln( E2(h,�1)

E2(h,�2)
)

ln( �1
�2
)

, Order2 =
ln( E2(h1,� )

E2(h2,� )
)

ln( h1
h2
)

.

Take � = 0.5 and N = 5600, 5800, 6000, 6200, 6400, and let h = 1
80 , that is, take M = 81.

The computation results of the time convergence order are shown inTable 2. The accuracy
of IASC–N scheme is close to 2 – � order in time, which is consistent with the IASC–N
scheme accuracy of O(� 2–� + h2) in the theoretical analysis.
Take � = 0.5 and M = 101, 201, 301, 401, 501, and let � = h2, that is, take N ≈ M2

4 . The
computation results of the spatial convergence order are shown in Table 3. The accuracy
of IASC–N scheme is spatially close to 2 order, which is similar to the error of the implicit
scheme and the C–N scheme.
Finally, take � = 0.7, M = 3001, 4001, 5001, 6001, 7001, and N = 100. Give the computing

time and speedup (Sp) of the scheme solution inTable 4, where Sp1 is the speedup of IASC–
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Table 4 Computing time and speedup of scheme solution (� = 0.7)

M Implicit scheme/s C–N scheme/s IASC–N scheme/s Sp1 Sp2

3001 2.3513 2.5916 1.9731 1.1916 1.3135
4001 5.1555 5.3499 3.6795 1.4011 1.4540
5001 8.9145 9.1686 5.7039 1.5629 1.6074
6001 19.7645 20.4187 8.5569 2.3098 2.3862
7001 48.9845 49.8756 11.5971 4.2238 4.3007

Figure 9 Comparison of computing time between the three schemes (� = 0.7)

N scheme relative to the implicit scheme, and Sp2 is the the speedup of IASC–N scheme
relative to the C–N scheme.
Table 4 shows that the computing time of IASC–N scheme is much smaller than that

of the implicit scheme and C–N scheme, and as the number of spatial grids increases, Sp1

and Sp2 also increase, indicating that the computing time growth rate of IASC–N scheme
is smaller than the computing time growth rate of the implicit scheme and C–N scheme. It
is valid to verify that the IASC–N scheme for time fractional reaction–diffusion equation
is effective.
In order to more clearly compare the computational efficiency of IASC–N scheme, im-

plicit scheme, and C–N scheme, take � = 0.7 and N = 100, and give the variation of the
computing time of the three schemes with the increase of the number of spatial grids as
Fig. 9.
Figure 9 shows that when the number of spatial grids is small, the computing time of

implicit scheme and C–N scheme is slightly smaller than the computing time of IASC–
N scheme. When the number of spatial grids is larger than 2001, the parallel computing
advantages of IASC–N scheme become more and more obvious, and the computational
efficiency is higher than the serial scheme. This is due to data communication issues when
using parallel computing programs (Zhu 1994) [44]. When the amount of data is small,
the impact of data communication on the loop will greatly reduce the computational ef-
ficiency. As the amount of data increases, the superiority of parallel computing becomes
significant gradually since the impact of execution of the program loop is much greater
than the impact of data communication.
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5 Conclusions
For a long time, a large number of parallel schemes have been designed to be condition-
ally stable or unconditionally stable but with only first order spatial accuracy (Yuan et
al. 2015) [45]. In order to obtain the parallel difference scheme with higher accuracy and
looser stability condition, this paper proposes a parallel computing method of IASC–N
difference scheme for time fractional reaction–diffusion equation. Theoretically, we ana-
lyze the unique solvability, unconditional stability, convergence, second order spatial ac-
curacy, and 2–� order temporal accuracy of the IASC–N scheme.Numerical experiments
verify the theoretical analysis, indicating that the proposed IASC–N difference scheme is
more accurate and efficient than that given in [17, 43]. In particular, when the number
of spatial grids is large enough, the IASC–N method has obvious localization features in
terms of computation and communication and is suitable for operating in massive parallel
computing systems. The parallel computing method of IASC–N difference scheme in this
paper can be extended to high dimensional equations to solve the numerical solution of
high dimensional fractional reaction–diffusion problems. We will also consider more nu-
merical methods (Hajipour et al. 2018; Hajipour et al. 2018) [46, 47] applying to numerical
solutions for other fractional evolution equations.
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