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[7, 39, 51, 59], fractional control problems, [41, 43, 53–56], fractional soliton problems
[19, 24, 26, 42], fractional singular problems [17, 27, 30, 37, 38, 63].
On the other hand, the differential equations with p-Laplacian operator arise in the

modeling of different physical and natural phenomena, non-Newtonian mechanics, non-
linear elasticity and glaciology, population biology, nonlinear flow laws, and system of
Monge–Kantorovich partial differential equations. There are a very large number of pa-
pers devoted to the existence of solutions of the p-Laplacian operator [15, 18, 20–22, 28,
36, 39, 45, 47, 49, 50, 52, 60, 65, 66]. The approaches are mainly topological, fixed-point
and continuation theorems, degree and fixed-point index theory.
In this paper, we study the existence of positive solutions for boundary value problem

(1.1), by applying a monotone iterative method, some existence results of positive solu-
tions are obtained. In the light of the above and to the best o four knowledge, this is the
first study which discuss fractional p-Laplacian with lower and upper solution method.
Taking into account that sometimes the corresponding research about the Riesz fractional
derivative is interesting, see [16, 25], in the future work, we will focus our concentration
on the Riesz derivative. Also, the reader can find some newmethods for approximate solu-
tions of fractional integro-differential equations involving the Caputo–Fabrizio derivative
or extended fractional Caputo–Fabrizio derivative [1–4, 9–13, 23, 33]. The approximation
solutions are interesting and need more concentration.
The organization of this paper is as follows. In Sect. 2, we present some necessary def-

initions from fractional calculus theory. In Sect. 3, we prove the main results about the
existence of positive solution of the boundary value problem (1.1). In Sect. 4, we will give
an example to illustrate our main results.

2 Preliminaries
In this section, we present some necessary definitions from fractional calculus theory.

Definition 2.1 ([32]) The Riemann–Liouville fractional integral of a function x : (0,
+∞) →R of order � > 0 is given by

I�x(t) =
1

� (�)

� t

0
(t – s)�–1x(s)ds,

provided the right side is pointwise defined on (0,∞).

Definition 2.2 ([32]) The Riemann–Liouville fractional derivative of order � > 0 of a con-
tinuous function x : (0, +∞)→R is given by

D�x(t) =
1

� (n – �)

�
d
dt

�n � t

0

x(s)
(t – s)�–n+1 ds,

where n = [�] + 1, [�] denotes the integer part of number �, provided the right side is
pointwise defined on (0,∞).

Lemma 2.1 ([32])
(1) If x ∈ L(0, 1), 	 > 
 > 0, then

D
 I	x(t) = I	–
 x(t), D
 I
 x(t) = x(t).
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(2) If 	 > 0, � > 0, then

D	t�–1 =
� (�)

� (� – 	)
t�–	–1.

Lemma 2.2 ([32]) Assume that x ∈ C(0, 1) ∩ L(0, 1) with a fractional derivative of order
� > 0 that belongs to C(0, 1)∩ L(0, 1). Then

I�D�x(t) = x(t) + c1t�–1 + c2t�–2 + · · · + cN t�–N , ci ∈R, i = 1, 2, . . . ,N ,

where N is the smallest integer greater than or equal to �.

3 Main results
In this section, we consider the existence of positive solution for problem (1.1).

Lemma 3.1 If h ∈ C[0, 1], � ∈ (1, 2], � > 0 and 1 + � ≤ �, � ∈ (0, 1), a ∈ [0, +∞), A :=
a��–�–1, then the boundary value problem

D�u(t) + h(t) = 0, 0 < t < 1, (3.1)

u(0) = 0, D�u(1) = aD�u(� ), (3.2)

has an unique solution

u(t) =
� 1

0
G(t, s)h(s)ds, (3.3)

where

G(t, s) =

�
��������	

��������


t�–1(1–s)�–�–1–(1–A )(t–s)�–1–at�–1(�–s)�–�–1

� (�)(1–A ) ,

0≤ s ≤ t ≤ 1, s ≤ � ,
t�–1(1–s)�–�–1–(1–A )(t–s)�–1

� (�)(1–A ) , 0 < � ≤ s ≤ t ≤ 1,
t�–1(1–s)�–�–1–at�–1(�–s)�–�–1

� (�)(1–A ) , 0≤ t ≤ s ≤ � < 1,
t�–1(1–s)�–�–1

� (�)(1–A ) , 0 ≤ t ≤ s ≤ 1, � ≤ s.

(3.4)

Proof By applying Lemma 2.2, we can reduce Eq. (3.1) to an equivalent integral equation

u(t) = –I�h(t) + c1t�–1 + c2t�–2, (3.5)

for some c1, c2 ∈ R. Note that u(0) = 0, we have c2 = 0. Consequently the general solution
of Eq. (3.1) is

u(t) = –I�h(t) + c1t�–1. (3.6)

By (3.6) and Lemma 2.1, we have

D�u(t) = –D� I�h(t) + c1D� t�–1 = –I�–�h(t) + c1
� (�)

� (� – �)
t�–�–1.
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So,

D�u(1) = –
� 1

0

(1 – s)�–�–1

� (� – �)
h(s)ds + c1

� (�)
� (� – �)

, (3.7)

D�u(� ) = –
� �

0

(� – s)�–�–1

� (� – �)
h(s)ds + c1

� (�)
� (� – �)

��–�–1. (3.8)

By D�u(1) = aD�u(� ), combining with (3.7) and (3.8), we obtain

c1 =
1

� (�)(1 –A )

�� 1

0
(1 – s)�–�–1h(s)ds – a

� �

0
(� – s)�–�–1h(s)ds

�
.

So, the unique solution of the problem (3.1), (3.2) is

u(t) = –
� t

0

(t – s)�–1

� (�)
h(s)ds +

t�–1

� (�)(1 –A )

�� 1

0
(1 – s)�–�–1h(s)ds

– a
� �

0
(� – s)�–�–1h(s)ds

�

=
� 1

0
G(t, s)h(s)ds.

The proof is completed. �

Lemma 3.2 If h ∈ C[0, 1], �p(s) = |s|p–2s, p > 1, �q = (�p)–1, 1
p + 1

q = 1, �,� ,� ∈ R, 1 < �,
� ≤ 2, � > 0 and 1 + � ≤ �, 0 < � , � < 1, a,b ∈ [0, +∞), B =: bp–1��–1, then the problem

D� �
�p

�
D�u(t)

��
= h(t), 0 < t < 1, (3.9)

u(0) = D�u(0) = 0, D�u(1) = aD�u(� ), D�u(1) = bD�u(�), (3.10)

has an unique solution

u(t) =
� 1

0
G(t, s)�q

�� 1

0
H(s, � )h(� )d�

�
ds,

where

H(t, s) =

�
�����	

�����


[t(1–s)]�–1–bp–1[t(�–s)]�–1–(1–B)(t–s)�–1
(1–B)� (� ) , 0≤ s ≤ t ≤ 1, s ≤ �;

[t(1–s)]�–1–(1–B)(t–s)�–1
(1–B)� (� ) , 0 < � ≤ s ≤ t ≤ 1;

[t(1–s)]�–1–bp–1[t(�–s)]�–1
(1–B)� (� ) , 0≤ t ≤ s ≤ � < 1;

[t(1–s)]�–1
(1–B)� (� ) , 0≤ t ≤ s ≤ 1,� ≤ s.

(3.11)

G(t, s) is defined by (3.4).

Proof From Eq. (3.9), and Lemma 2.2, we have

�p
�
D�u(t)

�
= I� h(t) + d1t�–1 + d2t�–2, (3.12)
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for some d1,d2 ∈R. Note that D�u(0) = 0, we have d2 = 0, then

�p
�
D�u(t)

�
=

1
� (� )

� t

0
(t – � )�–1h(� )d� + d1t�–1. (3.13)

So,

�p
�
D�u(1)

�
=

1
� (� )

� 1

0
(1 – � )�–1h(� )d� + d1, (3.14)

�p
�
D�u(�)

�
=

1
� (� )

� �

0
(� – � )�–1h(� )d� + d1��–1. (3.15)

By D�u(1) = bD�u(�), combining with (3.14) and (3.15), we have

d1 = –
� 1

0

(1 – � )�–1

� (� )(1 –B)
h(� )d� +

� �

0

bp–1(� – � )�–1

� (� )(1 –B)
h(� )d� .

So, the unique solution of problem (3.1), (3.2) is

�p
�
D�u(t)

�
=

� t

0

(t – � )�–1

� (� )
h(� )d� –

� 1

0

t�–1(1 – � )�–1

� (� )(1 –B)
h(� )d�

+
� �

0

bp–1t�–1(� – � )�–1

� (� )(1 –B)
h(� )d�

= –
� 1

0
H(t, � )h(� )d� .

Therefore,

D�u(t) + �q

�� 1

0
H(t, � )h(� )d�

�
= 0.

Combining with the boundary conditions u(0) = 0, D�u(1) = aD�u(� ), by Lemma 3.1, we
obtain the unique solution of problem (3.9), (3.10)

u(t) =
� 1

0
G(t, s)�q

�� 1

0
H(s, � )h(� )d�

�
ds.

The proof is completed. �

Lemma 3.3 Suppose 1 – A > 0, 1 – B > 0. The functions G(t, s) and H(t, s) have the fol-
lowing properties:

(1) G(t, s),H(t, s) ∈ C([0, 1]× [0, 1]) and G(t, s) > 0, H(t, s) > 0 for t, s ∈ (0, 1);
(2) there exist functions ,1 ∈ C((0, 1), (0, +∞)) such that

(s)≥ max
0≤t≤1

G(t, s), 1(s)≥ max
0≤t≤1

H(t, s),
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where

g(t, s) =
t�–1(1 – s)�–�–1 – (t – s)�–1

� (�)
,

g1(t, s) =
[t(1 – s)]�–1 – (t – s)�–1

� (� )
,

(s) = g(s, s) +
A (1 – s)�–�–1

� (�)(1 –A )
, 1(s) = g1(s, s) +

B(1 – s)�–1

� (� )(1 –B)
, s ∈ (0, 1).

Proof It is obvious that g(t, s) > 0, g1(t, s) > 0 for s, t ∈ (0, 1). We note that g(t, s), g1(t, s) are
decreasing with respect to t for s ≤ t and increasing with respect to t for t ≤ s. Hence,

max
0≤t≤1

g(t, s) = g(s, s) =
s�–1(1 – s)�–�–1

� (�)
, s ∈ (0, 1);

max
0≤t≤1

g1(t, s) = g1(s, s) =
s�–1(1 – s)�–1

� (� )
, s ∈ (0, 1).

We first prove the statement (1). From the definitions of G(t, s) and H(t, s), it is clear that
G(t, s), H(t, s) ∈ C([0, 1]× [0, 1]).
For 0 < s ≤ t < 1, s ≤ � , we have

G(t, s) =
t�–1(1 – s)�–�–1 – (1 –A )(t – s)�–1 – at�–1(� – s)�–�–1

� (�)(1 –A )

=
1

� (�)

�
1 +

A

1 –A

�
t�–1(1 – s)�–�–1 –

(t – s)�–1

� (�)

–
at�–1(� – s)�–�–1

� (�)(1 –A )

=
t�–1(1 – s)�–�–1 – (t – s)�–1

� (�)

+
at�–1[��–�–1(1 – s)�–�–1 – (� – s)�–1]

� (�)(1 –A )

≥ g(t, s) +
at�–1

� (�)(1 –A )
g(� , s)

> 0.

By using an analogous argument, we haveG(t, s) > 0 for 0 < � ≤ s ≤ t < 1 or 0 < t ≤ s ≤ � < 1
or 0 < t ≤ s < 1, � ≤ s.
Hence, G(t, s) > 0 for t, s ∈ (0, 1).
For 0 < s ≤ t < 1, s ≤ �, we have

H(t, s) =
[t(1 – s)]�–1 – bp–1[t(� – s)]�–1 – (1 –B)(t – s)�–1

� (� )(1 –B)

=
�
1 +

B

1 –B

�
[t(1 – s)]�–1

� (� )
–
(t – s)�–1

� (� )
–

bp–1[t(� – s)]�–1

� (� )(1 –B)
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=
[t(1 – s)]�–1 – (t – s)�–1

� (� )
+

bp–1t�–1[��–1(1 – s)�–1 – (� – s)�–1]
� (� )(1 –B)

= g1(t, s) +
bp–1t�–1

1 –B
g1(�, s)

> 0.

Similarly, H(t, s) > 0 for 0 < � ≤ s ≤ t < 1 or 0 < t ≤ s ≤ � < 1 or 0 < t ≤ s < 1, � ≤ s.
Hence, H(t, s) > 0 for t, s ∈ (0, 1).
Now follows the proof of the statement (2).
For 0≤ s ≤ t ≤ 1, s ≤ � , one has

max
0≤t≤1

G(t, s)

= max
0≤t≤1

�
g(t, s) +

at�–1[��–�–1(1 – s)�–�–1 – (� – s)�–1]
� (�)(1 –A )

�

≤ g(s, s) +
A (1 – s)�–�–1

� (�)(1 –A )
= (s).

For 0 < � ≤ s ≤ t ≤ 1, one has

max
0≤t≤1

G(t, s)

= max
0≤t≤1

t�–1(1 – s)�–�–1 – (1 –A )(t – s)�–1

� (�)(1 –A )

= max
0≤t≤1

�
1

� (�)

�
1 +

A

1 –A

�
t�–1(1 – s)�–�–1 –

(t – s)�–1

� (�)

�

≤ g(s, s) +
A (1 – s)�–�–1

� (�)(1 –A )
= (s).

For 0≤ t ≤ s ≤ � < 1,

max
0≤t≤1

G(t, s)

= max
0≤t≤1

t�–1(1 – s)�–�–1 – at�–1(� – s)�–�–1

� (�)(1 –A )

= max
0≤t≤1

�
t�–1(1 – s)�–�–1

� (�)
+

at�–1[(� – � s)�–�–1 – (� – s)�–1]
� (�)(1 –A )

�

≤ g(s, s) +
A (1 – s)�–�–1

� (�)(1 –A )
= (s).

For 0≤ t ≤ s ≤ 1, � ≤ s,

max
0≤t≤1

G(t, s) = max
0≤t≤1

t�–1(1 – s)�–�–1

� (�)(1 –A )

= max
0≤t≤1

�
1

� (�)

�
1 +

A

1 –A

�
t�–1(1 – s)�–�–1

�

≤ g(s, s) +
A (1 – s)�–�–1

� (�)(1 –A )
= (s).



Tian et al. Advances in Difference Equations        (2019) 2019:349 Page 8 of 14

So,

max
0≤t≤1

G(t, s)≤ (s), s ∈ (0, 1).

For 0≤ s ≤ t ≤ 1, s ≤ �, one has

max
0≤t≤1

H(t, s) ≤ max
0≤t≤1

�
g1(t, s) +

bp–1t�–1

1 –B
g1(�, s)

�

≤ g1(s, s) +
B(1 – s)�–1

� (� )(1 –B)
= 1(s).

For 0 < � ≤ s ≤ t ≤ 1, one has

max
0≤t≤1

H(t, s)

= max
0≤t≤1

[t(1 – s)]�–1 – (1 –B)(t – s)�–1

� (� )(1 –B)

= max
0≤t≤1

�
g1(t, s) +

Bt�–1(1 – s)�–1

� (� )(1 –B)

�

≤ g1(s, s) +
B(1 – s)�–1

� (� )(1 –B)
= 1(s).

For 0≤ t ≤ s ≤ � < 1,

max
0≤t≤1

H(t, s) = max
0≤t≤1

[t(1 – s)]�–1 – bp–1[t(� – s)]�–1

� (� )(1 –B)

= max
0≤t≤1

�
[t(1 – s)]�–1

� (� )
+

b�–1t�–1

1 –B
g1(�, s)

�

≤ g1(s, s) +
B(1 – s)�–1

� (� )(1 –B)
= 1(s).

For 0≤ t ≤ s ≤ 1, � ≤ s,

max
0≤t≤1

H(t, s) = max
0≤t≤1

[t(1 – s)]�–1

� (� )(1 –B)

= max
0≤t≤1

�
[t(1 – s)]�–1

� (� )
+

B[t(1 – s)]�–1

� (� )(1 –B)

�

≤ g1(s, s) +
B(1 – s)�–1

� (� )(1 –B)
= 1(s).

So,

max
0≤t≤1

H(t, s)≤ 1(s), s ∈ (0, 1).

It is obvious that (s),1(s) ∈ C((0, 1), (0, +∞)). The proof is completed. �

Let E = C[0, 1] be a Banach space with themaximumnorm ‖u‖ = max0≤t≤1 |u(t)|. Define
the cone P ⊂ E by P = {u ∈ E | u(t)≥ 0, 0 ≤ t ≤ 1}.
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Lemma 3.4 Let T : P → E be the operator defined by

(Tu)(t) =
� 1

0
G(t, s)�q

�� s

0
H(s, � )f

�
� ,u(� )

�
d�

�
ds.

Then T : P → P is completely continuous.

Proof The operator T : P → P is continuous in view of nonnegative and continuity
of G(t, s), H(t, s) and f (t,u). Furthermore it is easy see by the Arzela–Ascoli theorem
and Lebesgue dominated convergence theorem that T : P → P is completely continu-
ous. �

For convenience, we introduce the following notation:

L =
� 1

0
(s)�q

�� s

0
1(� )d�

�
ds

�–1

.

Theorem 3.1 Assume there exists a constant � > 0 such that
(C1) f (t,x1) ≤ f (t,x2) for any 0 ≤ t ≤ 1, 0≤ x1 ≤ x2 ≤ �;
(C2) max0≤t≤1 f (t,�)≤ �p(�L);
(C3) f (t, 0) 
= 0 for 0≤ t ≤ 1.
Then problem (1.1), (1.2) has two positive solution u∗ and v∗, such that
0 < ‖u∗‖ ≤ � and limn→∞ Tnu0 = u∗, where u0(t) = �,
0 < ‖v∗‖ ≤ � and limn→∞ Tnv0 = v∗, where v0(t) = 0.

Proof Define P� = {u ∈ P | ‖u‖ ≤ �}. In what follows, we first prove TP� ⊆ P�.
Let u ∈ P�, then 0≤ u(t) ≤ ‖u‖ ≤ �. By assumption (C1) and (C2), we have

0≤ f
�
t,u(t)

�
≤ f (t,�)≤ �p(�L).

For any u ∈ P�, by Lemma 3.4, we know that Tu ∈ P, and as a result

‖Tu‖ = max
0≤t≤1

� 1

0
G(t, s)�q

�� s

0
H(s, � )f

�
� ,u(� )

�
d�

�
ds

≤
� 1

0
(s)�q

�� s

0
�p(�L)1(� )d�

�
ds

= �L
� 1

0
(s)�q

�� s

0
1(� )d�

�
ds

= �.

Hence Tu ∈ P�. Thus, we get TP� ⊆ P�.
Let u0(t) = �, 0 ≤ t ≤ 1, then ‖u0‖ = � and u0 ∈ P�. Let u1(t) = Tu0(t), then u1 ∈ P�.

Define

un+1 = Tun = Tn+1u0, n = 0, 1, 2, . . . .

Since TP� ⊆ P�, one has un ∈ P� (n = 0, 1, 2, . . .). From Lemma 3.3, T is compact; we as-
sert that {un}∞n=1 has a convergent subsequence {unk }

∞
k=1 and there exists u∗ ∈ P� such that
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unk → u∗. From the definition of T and (C1), for any t ∈ [0, 1], we have

u1(t) = (Tu0)(t)

=
� 1

0
G(t, s)�q

�� s

0
H(s, � )f

�
� ,u0(� )

�
d�

�
ds

≤
� 1

0
(s)�q

�� s

0
�p(�L)1(� )d�

�
ds

= �L
� 1

0
(s)�q

�� s

0
1(� )d�

�
ds

= �

= u0(t).

So,

u2(t) = Tu1(t) ≤ Tu0(t) = u1(t), 0≤ t ≤ 1.

Hence, by the induction we have

un+1 ≤ un, 0≤ t ≤ 1,n = 0, 1, 2, . . . .

Thus, there exists u∗ ∈ P� such that un → u∗. Applying the continuity of T and un+1 = Tun,
we get Tu∗ = u∗.
Let v0 = 0, 0 ≤ t ≤ 1, then v0 ∈ P�. Let v1 = Tv0, then v1 ∈ P�. Define

vn+1 = Tvn = Tn+1v0, n = 0, 1, 2, . . . .

Since T : P� → P�, we have vn ⊆ P�, n = 0, 1, 2, . . . . Since T is completely continuous, we
assert that {vn}∞n=1 is a sequentially compact set.
Since v1(t) = Tv0(t) = (T0)(t) ≥ 0, 0 ≤ t ≤ 1, one has

v2(t) = Tv1(t) ≥ (T0)(t) = v1(t), 0≤ t ≤ 1.

Hence, by the induction we have

vn+1 ≥ vn, 0≤ t ≤ 1,n = 0, 1, 2, . . . .

Thus, there exists v∗ ∈ P� such that vn → v∗. Applying the continuity of T and vn+1 = Tvn,
we get Tv∗ = v∗.
It is well known that each fixed point of operator T in P is a solution of problem (1.1).

Furthermore, if f (t, 0) 
= 0, 0≤ t ≤ 1, then the zero function is not the solution of problem
(1.1). Hence, we have ‖u∗‖ > 0, ‖v∗‖ > 0. Then u∗ and v∗ are two positive solutions of
problem (1.1). The proof is completed. �

By applying Theorem 3.1, we can get the following corollary.
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Corollary 3.1 Assume (C3) holds, and the following conditions hold:
(C4) f (t,x1) ≤ f (t,x2) for any 0 ≤ t ≤ 1, 0≤ x1 ≤ x2;
(C5) limx→∞ max0≤t≤1

f (t,x)
xp–1 ≤ �p(L) (particularly limx→∞ max0≤t≤1

f (t,x)
xp–1 = 0).

Then problem (1.1) have two positive solutions u∗ and v∗.

4 Example
Let p = 3

2 , � = 4
3 , � = 3

2 , � = 1
4 , � = 1

3 , � = 1
4 , a = b = 1

2 . We consider the following boundary
value problem:

�
	



D 3

2 (� 3
2
(D 4

3 x(t))) = f (t,x(t)), 0 < t < 1,

x(0) = D 4
3 x(0) = 0, D 1

4 x(1) = 1
2D 1

4 x( 13 ), D 4
3 x(1) = 1

2D 4
3 x( 14 ),

(4.1)

where

f (t,x) =
1
24

�
1 + xet + x

3
2
�
.

It is obvious that

1 – a��–�–1 = 1 –
1
2

�
1
3

� 1
12
> 0, 1 – bp–1��–1 = 1 –

1

2
3
2
> 0.

By computation, we can obtain L ≈ 0.2318. We choose � = 5. So, f (t,x) satisfies
(1) f (t,x1) ≤ f (t,x2) for any 0≤ t ≤ 1, 0 ≤ x1 ≤ x2 ≤ 5;
(2) max0≤t≤1 f (t,�) = f (1, 5) ≈ 25.7703

24 ≈ 1.0738 < � 3
2
(�L)≈ 1.0766;

(3) f (t, 0) = 1
24 
= 0 for 0 ≤ t ≤ 1.

Then applying Theorem 3.1, problem (4.1) has two positive solutions u∗ and v∗ such
that

0 < ‖u∗‖ ≤ 5 and limn→∞ Tnu0 = u∗, where u0(t) = 5,
0 < ‖v∗‖ ≤ 5 and limn→∞ Tnv0 = v∗, where v0(t) = 0.
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