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Abstract
In quantum physics, fractional Schrödinger equation is of particular interest in the
research of particles on stochastic fields modeled by the Lévy processes, which was
derived by extending the Feynman path integral over the Brownian paths to a path
integral over the trajectories of Lévy fights. In this work, a fully discrete finite element
method (FEM) is developed for the Riesz space-fractional coupled nonlinear
Schrödinger equations (CNLS), conjectured with a linearized Crank–Nicolson
discretization. The error estimate and mass conservative property are discussed. It is
showed that the proposed method is decoupled and convergent with optimal orders
in L2-sense. Numerical examples are performed to support our theoretical results.
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1 Introduction
An explosive interest has been gained to the fractional calculus and its applications during
recent years. It has been known as an extension of classical calculus to non-integer orders,
but compares favorably with classical calculus in modeling various applications, including
image processing [1], coupled pendulums [2], capacitor microphone [3], optimal control
[4], and anomalous diffusion [5, 6].

As a superior tool to describe the anomalous dispersion in the complex heterogeneous
aquifer and the medium with fractal geometry [7, 8], fractional partial differential equa-
tions (PDEs) have been used to describe many problems in science and engineering. Their
theoretical properties were extensively investigated [9, 10], and their potential applications
in various subjects have nurtured numerous robust methods designed for solving them
numerically, including spectral method [11], finite difference methods (FDMs) [12–16],
FEMs [17–20], variational iteration methods [21, 22], and differential quadrature meth-
ods [23, 24]. The main difficulty of numerical methods lies in approximating the fractional
derivatives. There exist several ways to discretize fractional derivatives, such as L1-formula
[25], Grünwald–Letnikov operator [26], and other fractional differences [27–29].

In this paper, regarding the current interest in fractional PDEs as effective models, we
showcase an efficient FEM for the Riesz space-fractional CNLS

i∂tu + γ ∂2α
x u + λ

(|u|2 + ρ|v|2)u = 0, (1.1)
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i∂tv + γ ∂2α
x v + λ

(
ρ|u|2 + |v|2)v = 0, t ∈ (0, T], (1.2)

with i2 = –1, real parameters γ , λ, ρ , 1/2 < α ≤ 1, and the Riesz derivative

∂2α
x u(x, t) =

–1
2 cos(απ )

{
D2α

L u(x, t) + D2α
R u(x, t)

}
,

D2α
L u(x, t) =

1
Γ (2 – 2α)

∂2

∂x2

∫ x

–∞
(x – ξ )1–2αu(ξ , t) dξ ,

D2α
R u(x, t) =

1
Γ (2 – 2α)

∂2

∂x2

∫ +∞

x
(ξ – x)1–2αu(ξ , t) dξ ,

where Γ (·) denotes Euler’s Gamma function. ∂2α
x v can be analogously defined as ∂2α

x u.
Since the true solutions to Eqs. (1.1)–(1.2) subjected to suitable initial values will poly-
nomially (α �= 1) or exponentially (α = 1) decay to zero when |x| → ∞ [30], we consider
the system truncated on a bounded domain Ω = (a, b) and take the initial and boundary
conditions as follows:

u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ Ω ∪ ∂Ω , (1.3)

u(x, t) = 0, v(x, t) = 0, (x, t) ∈ ∂Ω × (0, T], (1.4)

where ∂Ω is its boundary, a � 0, b 	 0, and u0(x), v0(x) are prescribed initial functions. In
particular, it is noted that Eqs. (1.1)–(1.2) recover to the classical CNLS when α = 1, which
was raised by Benney and Newell for two interacting wave trains in a weakly nonlinear
conservative system [31].

The single space-fractional nonlinear Schrödinger equation (NLS) was first generated
by Laskin [32, 33], via extending the Feynman path integral over the Brownian paths to
a new path integral over the Lévy quantum mechanical paths. Some important physical
properties of self-similarity of the quantum mechanical path can be captured by this new
approach. Besides, the fractional derivatives in NLS/CNLS can modify the shape of wave,
while the nonlinearity and dispersion effects remain unchanged. Therefore, the space-
fractional NLS/CNLS have been the topics of intense research recently. The existence and
uniqueness of their global smooth solutions were investigated by [34–36]. The local well-
posedness and ill-posedness in Sobolev spaces for power-type nonlinearities were studied
in [37]. Moreover, there have been numerous works devoted to exploring the theoretical
properties for those equations of different types; we refer the readers to [30, 38–41] for
overall views. In the aspect of numerical algorithms for the space-fractional NLS/CNLS,
Herzallah and Gepreel proposed an Adomian decomposition method to construct an ap-
proximate solution for the time-space-fractional NLS with cubic nonlinearity [42]. Atan-
gana addressed the variable-order NLS of nonlocal type solved by the Crank–Nicolson
method [43]. Amore et al. suggested a collocation approach based on little Sinc functions
for the space-fractional NLS on a uniform grid [44], where good convergent behaviors
are observed. In [45], the authors presented a second-order FDM for the Riesz space-
fractional NLS and proved that it can conserve the discrete mass and energy. Klein et al.
provided a detailed numerical study for the nonlocal NLS by Fourier spectral method [46].
Wang et al. established two mass conservative FDMs for the Riesz space-fractional CNLS
[47, 48], whose stability and convergence were discussed. Liu et al. solved the fractional
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NLS by the implicit and explicit-implicit FDMs, and the fractional CNLS by an implicit
FDM [49]. Recently, a linearized compact alternating direction implicit method was con-
structed for the space-fractional NLS [50], by using a novel α-dependent fourth-order
fractional compact difference operator, which turns out to be stable and convergent with
second-order in time and fourth-order in space. The Legendre spectral and pseudospec-
tral methods can be found in [51, 52]. Zhu et al. developed an implicit FEM for space-
fractional NLS [53]. Li et al. proposed a fast linearized conservative FEM for the strongly
coupled space-fractional NLS [54], which uses Krylov subspace solvers with circulant pre-
conditioners to handle the resulting Toeplitz-like systems.

Unlike the classical NLS, it is quite difficult to solve the fractional NLS analytically, let
alone the space-fractional CNLS. Hence, the numerical methods are especially impor-
tant. However, the existing methods are almost limited to FDM, only a few works on FEM
have been done for the space-fractional NLS/CNLS. It is well known that FDMs are not
suitable for complex regional problems and have a higher regularity requirement to guar-
antee their convergence in fractional cases, so do the spectral methods. For example, the
scheme in [47] using fractional centered difference to deal with Riesz derivative requires
u, v ∈ C5(R). As a common method, FEM compares favorably with FDM. It is widely used
in the continuous medium and field problems on complex domains in engineering, and
achieves higher accuracy with lower regularity requirements. The numerical simulation
of the space-fractional NLS/CNLS by FEM helps to know the shape and long time behav-
ior of the solitons governed by the fractional derivatives and their changes with different
α. The main contribution of this article is to propose a fully discrete explicit-implicit FEM
to solve the Riesz space-fractional CNLS on bounded domains, which is decoupled. We
prove that it is conservative to mass and convergent with optimal orders in L2-norm. The
proposed method is applied to simulate the propagation of solitons, and some meaningful
physical results are found. Since the scheme is linearized, an extra iterative loop is avoided,
which is beneficial to improving computing efficiency. The novelty lies in the construction
of a decoupled and mass conservative FEM by decomposing u, v in Eqs. (1.1)–(1.2) into
their real and imaginary parts, which can reach high accuracy with low computing burden
and regularity.

The outline is organized as follows. In Sect. 2, we give some auxiliary results related
to the fractional calculus, which will be used throughout the paper. Section 3 studies the
weak problem along with nonlocal bilinear form. In Sect. 4, we construct the discrete
scheme with FEM to discretize Eqs. (1.1)–(1.4) and prove that it is stable. In Sect. 5, the
convergence is derived, and to evaluate the effectiveness of our method, numerical tests
are covered in Sect. 6.

2 Auxiliary results
In the sequel, we employ

‖u‖L2(R) = (u, u)1/2
L2(R), (u, v)L2(R) =

∫

R

uv dx.

Hereafter, (·, ·) will be consistently used to stand for the above inner product. In view
of [18, 19], for μ > 0, the left, right, and symmetric fractional semi-norms and norms are
defined as

|u|JμL (R) =
∥∥Dμ

L u
∥∥

L2(R), ‖u‖JμL (R) =
{‖u‖2

L2(R) + |u|2JμL (R)

}1/2,
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|u|JμR (R) =
∥∥Dμ

R u
∥∥

L2(R), ‖u‖JμR (R) =
{‖u‖2

L2(R) + |u|2JμR (R)

}1/2,

|u|JμS (R) =
∣
∣(Dμ

L u, Dμ
R u

)
+

(
Dμ

R u, Dμ
L u

)∣∣1/2, ‖u‖JμS (R) =
{‖u‖2

L2(R) + |u|2JμS (R)

}1/2,

and Jμ
L (R), Jμ

R (R), Jμ
S (R) are denoted as the closures of C∞(R) with regard to ‖ · ‖JμL (R),

‖ · ‖JμR (R), and Jμ
S (R), respectively. Also, let F [u] be the Fourier transform of a prescribed

function u(x) ∈ L1(R), with variable ω, i.e., F [u] =
∫
R

u(x)e–iωx dx. Then, the fractional
Sobolev semi-norm and norm are defined by

|u|Hμ(R) =
∥∥|ω|μF [u]

∥∥
L2(Rω), ‖u‖Hμ(R) =

{‖u‖2
L2(R) + |u|2Hμ(R)

}1/2,

and Hμ(R) is denoted as the closure of C∞(R) with regard to ‖ · ‖Hμ(R).

Lemma 2.1 For μ > 0, we have the identity in L2-sense

(
Dμ

L u, Dμ
R u

)
+

(
Dμ

R u, Dμ
L u

)
= 2 cos(μπ )

∥
∥Dμ

L u
∥
∥2

L2(R). (2.1)

Proof Let û(ω) = F [u]. Then based on [26], there exist

F
[
Dμ

L u
]

= (iω)μû(ω), F
[
Dμ

R u
]

= (–iω)μû(ω).

Observing that

(iω)μ =

⎧
⎨

⎩
exp(–iμπ )(–iω)μ for ω ≥ 0,

exp(iμπ )(–iω)μ for ω < 0,

and via Plancherel’s theorem, we immediately have

(
Dμ

L u, Dμ
R u

)
=

(
(iω)μû, (–iω)μû

)

=
∫ 0

–∞
(iω)μû(–iω)μû dω +

∫ ∞

0
(iω)μû(–iω)μû dω

=
∫ 0

–∞
(iω)μû exp(–iμπ )(iω)μû dω

+
∫ ∞

0
(iω)μû exp(iμπ )(iω)μû dω

= cos(μπ )
∫ ∞

–∞
(iω)μû(iω)μû dω

+ i sin(μπ )
(∫ ∞

0

∣∣(iω)μû
∣∣2 dω –

∫ 0

–∞

∣∣(iω)μû
∣∣2 dω

)
. (2.2)

In the same fashion, we obtain

(
Dμ

R u, Dμ
L u

)
=

(
(–iω)μû, (iω)μû

)

=
∫ 0

–∞
(–iω)μû(iω)μû dω +

∫ ∞

0
(–iω)μû(iω)û dω
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=
∫ 0

–∞
(–iω)μû exp(iμπ )(–iω)μû dω

+
∫ ∞

0
(–iω)μû exp(–iμπ )(–iω)μû dω

= cos(μπ )
∫ ∞

–∞
(–iω)μû(–iω)μû dω

+ i sin(μπ )
(∫ 0

–∞

∣∣(–iω)μû
∣∣2 dω –

∫ ∞

0

∣∣(–iω)μû
∣∣2 dω

)
. (2.3)

On the other hand, there holds ‖Dμ
L u‖2

L2(R) =
∫ ∞

–∞ |ω|2μ|û|2 dω. Hence Eq. (2.1) is straight-
forward by the sum of Eqs. (2.2)–(2.3). The proof is completed. �

Lemma 2.2 ([18]) For μ > 0, μ �= n – 1/2, n ∈ N, Jμ
L (R), Jμ

R (R), Jμ
S (R), and Hμ(R) are equal

with their equivalent semi-norms and norms.

Let Ω ⊂ R, μ �= n – 1/2, n ∈ N, and Jμ
L,0(Ω), Jμ

R,0(Ω), Jμ
S,0(Ω), and Hμ

0 (Ω) be the closures
of C∞

0 (Ω) with regard to ‖ · ‖JμL (Ω), ‖ · ‖JμR (Ω), ‖ · ‖JμS (Ω), and ‖ · ‖Hμ(Ω), respectively. Then
the following lemmas are admitted.

Lemma 2.3 ([18]) For μ > 0, μ �= n – 1/2, n ∈ N, Jμ
L,0(Ω), Jμ

R,0(Ω), Jμ
S,0(Ω), and Hμ

0 (Ω) are
equal with their equivalent semi-norms and norms.

Lemma 2.4 (Fractional Poincaré–Friedrichs [18]) For μ > 0, u ∈ Jμ
L,0(Ω), and 0 < s < μ,

one has

‖u‖L2(Ω) ≤ C|u|JμL,0(Ω), |u|Js
L,0(Ω) ≤ C|u|JμL,0(Ω),

and for u ∈ Jμ
R,0(Ω), 0 < s < μ, one has

‖u‖L2(Ω) ≤ C|u|JμR,0(Ω), |u|Js
R,0(Ω) ≤ C|u|JμR,0(Ω).

If u ∈ Hμ
0 (Ω), 0 < s < μ, μ �= n – 1/2, n ∈N, the analogous result is obtained.

In what follows, for ease of exposition, we adopt ‖ · ‖0,Ω = ‖ · ‖L2(Ω), ‖ · ‖∞,Ω =
ess supx∈Ω | · |, and ‖ · ‖p,Ω = ‖ · ‖Hp(Ω), p ∈ R. “a � b”, “a � b” mean “a ≤ Cb” and “a ≥
Cb”, respectively; C is a general constant which varies at different occasions. Moreover,
when f (x, t) ∈ L∞(X; Hp(Ω)), we acquiesce in ‖f ‖L∞(X;Hp(Ω)) = ess supt∈X ‖f (·, t)‖p,Ω < +∞.
f (x, t) ∈ L∞(0, T ; Hp(Ω)) will be abbreviated to f (x, t) ∈ L∞(Hp), if no ambiguity is possi-
ble.

3 Weak problem
Define the semi-norm and energy norm as follows:

|u|E =
∣
∣(Dα

Lu, Dα
Ru

)
+

(
Dα

Ru, Dα
Lu

)∣∣1/2, ‖u‖E =
{‖u‖2

0,Ω + |u|2E
}1/2,

and decompose u(x), v(x) into their real and imaginary parts by

u(x) = u1(x) + iu2(x), v(x) = v1(x) + iv2(x),
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then Eqs. (1.1)–(1.2) can be recast as the coupled system

∂tu1 + γ ∂2α
x u2 + λ

(|u1|2 + |u2|2 + ρ|v1|2 + ρ|v2|2
)
u2 = 0, (3.1)

∂tu2 – γ ∂2α
x u1 – λ

(|u1|2 + |u2|2 + ρ|v1|2 + ρ|v2|2
)
u1 = 0, (3.2)

∂tv1 + γ ∂2α
x v2 + λ

(
ρ|u1|2 + ρ|u2|2 + |v1|2 + |v2|2

)
v2 = 0, (3.3)

∂tv2 – γ ∂2α
x v1 – λ

(
ρ|u1|2 + ρ|u2|2 + |v1|2 + |v2|2

)
v1 = 0, t ∈ (0, T]. (3.4)

By using Lemma 2.1, we give the weak problem: seek u1, u2, v1, v2 ∈ L2(0, T ; Hα
0 (Ω)) ∩

C0(0, T ; L2(Ω)), for any χ1
u ,χ2

u , χ1
v ,χ2

v ∈ Hα
0 (Ω), such that

(
∂tu1,χ1

u
)

– γΛ
(
u2,χ1

u
)

+ λ
((|u1|2 + |u2|2 + ρ|v1|2 + ρ|v2|2

)
u2,χ1

u
)

= 0, (3.5)
(
∂tu2,χ2

u
)

+ γΛ
(
u1,χ2

u
)

– λ
((|u1|2 + |u2|2 + ρ|v1|2 + ρ|v2|2

)
u1,χ2

u
)

= 0, (3.6)
(
∂tv1,χ1

v
)

– γΛ
(
v2,χ1

v
)

+ λ
((

ρ|u1|2 + ρ|u2|2 + |v1|2 + |v2|2
)
v2,χ1

v
)

= 0, (3.7)
(
∂tv2,χ2

v
)

+ γΛ
(
v1,χ2

v
)

– λ
((

ρ|u1|2 + ρ|u2|2 + |v1|2 + |v2|2
)
v1,χ2

v
)

= 0, (3.8)

u1(x, 0) = u0
1(x), u2(x, 0) = u0

2(x), (3.9)

v1(x, 0) = v0
1(x), v2(x, 0) = v0

2(x), (3.10)

subjected to zero boundary values, where

Λ(u, v) =
1

2 cos(απ )
(
Dα

Lu, Dα
Rv

)
+

1
2 cos(απ )

(
Dα

Ru, Dα
Lv

)
,

and u1
0(x), u2

0(x), v1
0(x), v2

0(x) are prescribed initial functions.

Theorem 3.1 The bilinear form Λ(·, ·) satisfies

Λ(u, v) � ‖u‖E‖v‖E,

Λ(u, u) � ‖u‖2
E ,

and the symmetry property.

Proof Due to Hölder’s inequality, we have

Λ(u, v) ≤| 1
2 cos(απ )

∥∥Dα
Lu

∥∥
0,Ω

∥∥Dα
Rv

∥∥
0,Ω +

∣
∣∣
∣

1
2 cos(απ )

∣
∣∣
∣
∥∥Dα

Ru
∥∥

0,Ω

∥∥Dα
Lv

∥∥
0,Ω .

Considering the model only on Ω , for u, v ∈ Hα
0 (Ω), we denote their extensions to R by

zero beyond Ω to be ũ, ṽ, respectively. Then, by the inequality

∀a, b, c, d > 0, ab + cd ≤ √
a2 + c2

√
b2 + d2,

we obtain

Λ(u, v)≤ Cs

√∥∥Dα
Lũ

∥∥2
L2(R) +

∥∥Dα
Rũ

∥∥2
L2(R)

√∥∥Dα
L ṽ

∥∥2
L2(R) +

∥∥Dα
Rṽ

∥∥2
L2(R),
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where

Cs = Cα/2, Cα =
∣
∣∣
∣

1
cos(απ )

∣
∣∣
∣.

Further, for Plancherel’s theorem, one gets

∥
∥Dα

Lũ
∥
∥2

L2(R) =
∥
∥|iω|αF [ũ]

∥
∥2

L2(Rω) =
∥
∥|–iω|αF [ũ]

∥
∥2

L2(Rω) =
∥
∥Dα

Rũ
∥
∥2

L2(R),

which yields

Λ(u, v) ≤ Cα

∥∥Dα
Lũ

∥∥
L2(R)

∥∥Dα
L ṽ

∥∥
L2(R).

From Lemma 2.1 and Supp(Dα
LũDα

Rũ + Dα
RũDα

Lũ) ⊆ Ω , it follows that

Λ(u, v) ≤ CαCs|u|E|v|E � ‖u‖E‖v‖E .

As for the coercivity, clearly, by Lemma 2.1, there holds

Λ(u, u) =
∣∣∣
∣

1
2 cos(απ )

∣∣∣
∣
∣∣(Dα

Lu, Dα
Ru

)
+

(
Dα

Ru, Dα
Lu

)∣∣ � |u|2E .

Therefore, using Lemma 2.3 and the fractional Poincaré–Friedrichs inequalities, Λ(u, u) �
‖u‖2

E is an immediate consequence, which ends its proof. �

4 A fully discrete FEM
In this section, we propose a fully discrete FEM to approximate the solutions of Eqs. (1.1)–
(1.4). Let τ = T/N , tj = jτ , j = 0, 1, . . . , N , and N ∈ Z

+. For a sequence of functions {f n}N
n=1

in the temporal direction, we introduce

∂̄t f n =
f n – f n–1

τ
, f̄ n– 1

2 =
f n + f n–1

2
, f̂ n– 1

2 =
3f n–1 – f n–2

2
.

To perform FEM, a spatial mesh Ωh is given, with h = (b – a)/M, i.e.,

a = x0 < x1 < · · · < xM = b, M ∈ Z
+,

for Ω . Then the finite element subspace Vh ⊂ Hα
0 (Ω) is defined as

Vh =
{

v : v|Ωj ∈ Πk–1,Ωj = [xj–1, xj], j = 1, 2, . . . , M
}

,

where Πk–1 is a set of polynomials of degree at most k – 1 on Ωj.
To avoid iterative loop, we discretize Eqs. (1.1)–(1.4) by a linearized Crank–Nicolson

scheme, where a standard extrapolation method is used to treat the nonlinear terms. An
explicit-implicit FEM is derived, which reads: seek un

1,h, un
2,h, vn

1,h, vn
2,h ∈ Vh, n = 1, 2, . . . , N ,

for any χ1
1,h,χ1

2,h,χ2
1,h,χ2

2,h ∈ Vh, to satisfy

(
∂̄tun

1,h,χ1
u,h

)
– γΛ

(
ūn– 1

2
2,h ,χ1

u,h
)

+ λ
(
Ĝn– 1

2
u ūn– 1

2
2,h ,χ1

u,h
)

= 0, (4.1)
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(
∂̄tun

2,h,χ2
u,h

)
+ γΛ

(
ūn– 1

2
1,h ,χ2

u,h
)

– λ
(
Ĝn– 1

2
u ūn– 1

2
1,h ,χ2

u,h
)

= 0, (4.2)
(
∂̄tvn

1,h,χ1
v,h

)
– γΛ

(
v̄n– 1

2
2,h ,χ1

v,h
)

+ λ
(
Ĝn– 1

2
v v̄n– 1

2
2,h ,χ1

v,h
)

= 0, (4.3)
(
∂̄tvn

2,h,χ2
v,h

)
+ γΛ

(
v̄n– 1

2
1,h ,χ2

v,h
)

– λ
(
Ĝn– 1

2
v v̄n– 1

2
1,h ,χ2

v,h
)

= 0, (4.4)

subjected to the initial values

u0
1,h = U0

1 (x), u0
2,h = U0

2 (x), (4.5)

v0
1,h = V 0

1 (x), v0
2,h = V 0

2 (x), (4.6)

where

Ĝn– 1
2

u =
∣∣ûn– 1

2
1,h

∣∣2 +
∣∣ûn– 1

2
2,h

∣∣2 + ρ
∣∣v̂n– 1

2
1,h

∣∣2 + ρ
∣∣v̂n– 1

2
2,h

∣∣2,

Ĝn– 1
2

v = ρ
∣
∣ûn– 1

2
1,h

∣
∣2 + ρ

∣
∣ûn– 1

2
2,h

∣
∣2 +

∣
∣v̂n– 1

2
1,h

∣
∣2 +

∣
∣v̂n– 1

2
2,h

∣
∣2.

As for the starting data û
1
2
1,h, û

1
2
2,h, v̂

1
2
1,h, v̂

1
2
2,h, we compute them by the schemes

( û
1
2
1,h – u0

1,h

τ /2
,χ1

u,h

)
– γΛ

(
û

1
2
2,h,χ1

u,h
)

+ λ
(
G0

uû
1
2
2,h,χ1

u,h
)

= 0, (4.7)

( û
1
2
2,h – u0

2,h

τ /2
,χ2

u,h

)
+ γΛ

(
û

1
2
1,h,χ2

u,h
)

– λ
(
G0

uû
1
2
1,h,χ2

u,h
)

= 0, (4.8)

( v̂
1
2
1,h – v0

1,h

τ /2
,χ1

v,h

)
– γΛ

(
v̂

1
2
2,h,χ1

v,h
)

+ λ
(
G0

v v̂
1
2
2,h,χ1

v,h
)

= 0. (4.9)

( v̂
1
2
2,h – v0

2,h

τ /2
,χ2

v,h

)
+ γΛ

(
v̂

1
2
1,h,χ2

v,h
)

– λ
(
G0

v v̂
1
2
1,h,χ2

v,h
)

= 0, (4.10)

where

G0
u =

∣
∣u0

1,h
∣
∣2 +

∣
∣u0

2,h
∣
∣2 + ρ

∣
∣v0

1,h
∣
∣2 + ρ

∣
∣v0

2,h
∣
∣2,

G0
v = ρ

∣
∣u0

1,h
∣
∣2 + ρ

∣
∣u0

2,h
∣
∣2 +

∣
∣v0

1,h
∣
∣2 +

∣
∣v0

2,h
∣
∣2.

It is evident that Eqs. (4.1)–(4.10) are decoupled by marching in time alternately with
un

h , vn
h during the whole steps, which implies that at each temporal level, an array of linear

system is only needed to be handled. This merit would be greatly beneficial to cutting the
computing costs. In addition, the obtained discrete system can well preserve the mass in
the discrete sense, given as follows.

Theorem 4.1 Let un
1,h, un

2,h, vn
1,h, vn

2,h be the solutions obtained by the fully discrete FEM
(4.1)–(4.10). Then, for n = 1, 2, . . . , N , one has the mass conservation

Qn
u = Q0

u, Qn
v = Q0

v ,

where Qn
u =

√
‖un

1,h‖2
0,Ω + ‖un

2,h‖2
0,Ω and Qn

v =
√

‖vn
1,h‖2

0,Ω + ‖vn
2,h‖2

0,Ω .
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Proof Taking χ1
u,h = ūn– 1

2
1,h in Eq. (4.1) and χ2

u,h = ūn– 1
2

2,h in Eq. (4.2), we obtain

(
∂̄tun

1,h, ūn– 1
2

1,h
)

– γΛ
(
ūn– 1

2
2,h , ūn– 1

2
1,h

)
+ λ

(
Ĝn– 1

2
u ūn– 1

2
2,h , ūn– 1

2
1,h

)
= 0, (4.11)

(
∂̄tun

2,h, ūn– 1
2

2,h
)

+ γΛ
(
ūn– 1

2
1,h , ūn– 1

2
2,h

)
– λ

(
Ĝn– 1

2
u ūn– 1

2
1,h , ūn– 1

2
2,h

)
= 0. (4.12)

Summing Eqs. (4.11)–(4.12), it follows from Theorem 3.1 that

(
∂̄tun

1,h, ūn– 1
2

1,h
)

+
(
∂̄tun

2,h, ūn– 1
2

2,h
)

= 0,

which implies

∥∥un
1,h

∥∥2
0,Ω +

∥∥un
2,h

∥∥2
0,Ω =

∥∥un–1
1,h

∥∥2
0,Ω +

∥∥un–1
2,h

∥∥2
0,Ω ,

and thus Qn
u = Qn–1

u = · · · = Q0
u. Letting χ1

v,h = v̄n– 1
2

1,h in Eq. (4.3) and χ2
v,h = v̄n– 1

2
2,h in Eq. (4.4),

repeating the processes above leads to the argument Qn
v = Q0

v . This concludes the conser-
vative properties. �

5 Convergent analysis
In this section, we derive the convergent estimate for the linearized Crank–Nicolson
FEM (4.1)–(4.10). We shall start by introducing a fractional orthogonal projection: Rh :
Hα

0 (Ω) → Vh, which is defined by

Λ(u, vh) = Λ(Rhu, vh), ∀vh ∈ Vh. (5.1)

In view of [17, 55], the following properties are admitted.

Lemma 5.1 If u ∈ Hα
0 (Ω) ∩ Hk(Ω), then we have, for Rh, that

‖u – Rhu‖0,Ω � hk‖u‖k,Ω , α �= 3/4 (5.2)

‖u – Rhu‖0,Ω � hk–ε‖u‖k,Ω , α = 3/4, 0 < ε < 1/2. (5.3)

In what follows, we turn to the convergence of FEM (4.1)–(4.10) based on operator
Rh. Let un, vn be the analytic solutions to Eqs. (1.1)–(1.4) at t = tn with their real and
imaginary parts un

1 , un
2 , vn

1 , vn
2 respectively, i.e., un = un

1 + iun
2 , vn = vn

1 + ivn
2 , and un

1,h,
un

2,h, vn
1,h, vn

2,h are the numerical solutions obtained by FEM (4.1)–(4.10). Also, we define

un
h = un

1,h + iun
2,h, vn

h = vn
1,h + ivn

2,h, and the complex norms ‖un
h‖0,Ω =

√
‖un

1,h‖2
0,Ω + ‖un

2,h‖2
0,Ω ,

‖vn
h‖0,Ω =

√
‖vn

1,h‖2
0,Ω + ‖vn

2,h‖2
0,Ω . Owing to Taylor expansions, we have

∥∥∂t f n– 1
2 – ∂̄t f n∥∥

0,Ω � τ 2∥∥∂3
t f

∥∥
L∞(tn–1,tn ,L2), (5.4)

∥
∥f n– 1

2 – f̄ n– 1
2
∥
∥

p,Ω � τ 2∥∥∂2
t f

∥
∥

L∞(tn–1,tn ,Hp), (5.5)
∥∥f n– 1

2 – f̂ n– 1
2
∥∥

0,Ω � τ 2∥∥∂2
t f

∥∥
L∞(tn–2,tn ,L2), n ≥ 2, (5.6)
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if ∂3
t f ∈ L∞(tn–1, tn, L2), ∂2

t f ∈ L∞(tn–1, tn, Hp), and ∂2
t f ∈ L∞(tn–2, tn, L2). Let en

u = un – un
h =

ρn
u –θn

u , ρn
u = un –Rhun, θn

u = un
h –Rhun, and un

j – un
j,h = ρn

uj
–θn

uj
, ūn– 1

2
j – ūn– 1

2
j,h = ρ̄

n– 1
2

uj – θ̄
n– 1

2
uj ,

with j = 1, 2, and

ρn
uj

= un
j – Rhun

j , θn
uj

= un
j,h – Rhun

j,h,

ρ̄
n– 1

2
uj = ūn– 1

2
j – Rhūn– 1

2
j , θ̄

n– 1
2

uj = ūn– 1
2

j,h – Rhūn– 1
2

j .

Then, by the aid of mathematical induction, the convergent theorem is admitted.

Theorem 5.1 Assume that

∂2
t u1, ∂2

t u2 ∈ L∞(
Hk ∩ H2α

)
,

u1, u2, ∂tu1, ∂tu2, ∂3
t u1, ∂3

t u2 ∈ L∞(
Hk),

and the same conditions hold for v1, v2. Let U0
1 = Rhu0

1, U0
2 = Rhu0

2, V 0
1 = Rhv0

1, V 0
2 = Rhv0

2,
and τ = κh 1

4 +δ , where κ , δ are positive numbers. Then, when α �= 3/4, one has

∥∥un – un
h
∥∥

0,Ω � O
(
τ 2 + hk),

∥∥vn – vn
h
∥∥

0,Ω � O
(
τ 2 + hk), (5.7)

and when α = 3/4, one has

∥∥un – un
h
∥∥

0,Ω � O
(
τ 2 + hk–ε

)
,

∥∥vn – vn
h
∥∥

0,Ω � O
(
τ 2 + hk–ε

)
, (5.8)

where 0 < ε < 1/2 and n = 0, 1, . . . , N .

Proof It is clear that (5.7)–(5.8) are valid as n = 0. Since Eqs. (4.1)–(4.10) are decoupled,
we can proceed with the estimates individually by variables. For this reason, we are only
concerned with the errors of un

1,h, un
2,h, and the results corresponding to vn

1,h, vn
2,h follow. In

the initial step, by Eqs. (3.5)–(3.6), u
1
2
1 , u

1
2
2 solve

(
u

1
2
1 – u0

1
τ /2

,χ1
u,h

)
– γΛ

(
u

1
2
2 ,χ1

u,h
)

+ λ
(
G0u

1
2
2 ,χ1

u,h
)

+
(
P̂1,χ1

u,h
)

= 0, (5.9)

(
u

1
2
2 – u0

2
τ /2

,χ2
u,h

)
+ γΛ

(
u

1
2
1 ,χ2

u,h
)

– λ
(
G0u

1
2
1 ,χ2

u,h
)

+
(
P̂2,χ2

u,h
)

= 0, (5.10)

where G0 = |u0
1|2 + |u0

2|2 + ρ|v0
1|2 + ρ|v0

2|2, P̂1, P̂2 are the truncated errors in time, which
satisfy ‖̂P1‖0,Ω , ‖̂P2‖0,Ω � O(τ ) by Taylor formula. Let ρ̂

1
2

u1 = u
1
2
1 –Rhu

1
2
1 , θ̂

1
2

u1 = û
1
2
1,h –Rhu

1
2
1 ,

and ρ̂
1
2

u2 = u
1
2
2 –Rhu

1
2
2 , θ̂

1
2

u2 = û
1
2
2,h –Rhu

1
2
2 . Then, subtracting Eqs. (4.7), (4.8) from Eqs. (5.9),

(5.10), respectively, and using (5.1) lead to

(
θ̂

1
2

u1 – θ0
u1

τ /2
,χ1

u,h

)
– γΛ

(
θ̂

1
2

u2 ,χ1
u,h

)
=

(
ρ̂

1
2

u1 – ρ0
u1

τ /2
,χ1

u,h

)
+

(
Ĝ2,χ1

u,h
)

+
(
P̂1,χ1

u,h
)
, (5.11)

(
θ̂

1
2

u2 – θ0
u2

τ /2
,χ2

u,h

)
+ γΛ

(
θ̂

1
2

u1 ,χ2
u,h

)
=

(
ρ̂

1
2

u2 – ρ0
u2

τ /2
,χ2

u,h

)
–

(
Ĝ1,χ2

u,h
)

+
(
P̂2,χ2

u,h
)
, (5.12)
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in which

Ĝj = λG0u
1
2
j – λG0

uû
1
2
j,h

= λ
(∣∣u0

1
∣∣2 +

∣∣u0
2
∣∣2 + ρ

∣∣v0
1
∣∣2 + ρ

∣∣v0
2
∣∣2)u

1
2
j – λ

(∣∣u0
1,h

∣∣2 +
∣∣u0

2,h
∣∣2 + ρ

∣∣v0
1,h

∣∣2 + ρ
∣∣v0

2,h
∣∣2)û

1
2
j,h.

Setting χ1
u,h = θ̂

1
2

u1 in Eq. (5.11), χ2
u,h = θ̂

1
2

u2 in Eq. (5.12) and adding together, one has

‖θ̂ 1
2

u1‖2
0,Ω + ‖θ̂ 1

2
u2‖2

0,Ω

τ /2

=
(

ρ̂
1
2

u1 – ρ0
u1

τ /2
, θ̂

1
2

u1

)
+

(
ρ̂

1
2

u2 – ρ0
u2

τ /2
, θ̂

1
2

u2

)

+
(
Ĝ2, θ̂

1
2

u1

)
–

(
Ĝ1, θ̂

1
2

u2

)
+

(
P̂1, θ̂

1
2

u1

)
+

(
P̂2, θ̂

1
2

u2

)

≤
∥∥
∥∥
ρ̂

1
2

u1 – ρ0
u1

τ /2

∥∥
∥∥

0,Ω

∥
∥θ̂

1
2

u1

∥
∥

0,Ω +
∣∣
∣∣
ρ̂

1
2

u2 – ρ0
u2

τ /2

∣∣
∣∣
0,Ω

∥
∥θ̂

1
2

u2

∥
∥

0,Ω

+ ‖Ĝ1‖0,Ω
∥
∥θ̂

1
2

u2

∥
∥

0,Ω + ‖Ĝ2‖0,Ω
∥
∥θ̂

1
2

u1

∥
∥

0,Ω

+ ‖̂P1‖0,Ω
∥∥θ̂

1
2

u1

∥∥
0,Ω + ‖̂P2‖0,Ω

∥∥θ̂
1
2

u2

∥∥
0,Ω

≤ Cτ

{∥∥
∥∥
ρ̂

1
2

u1 – ρ0
u1

τ /2

∥∥
∥∥

2

0,Ω
+

∥∥
∥∥
ρ̂

1
2

u2 – ρ0
u2

τ /2

∥∥
∥∥

2

0,Ω
+ ‖Ĝ1‖2

0,Ω + ‖Ĝ2‖2
0,Ω

+ ‖̂P1‖2
0,Ω + ‖̂P2‖2

0,Ω

}
+

1
4τ

{∥∥θ̂
1
2

u1

∥
∥2

0,Ω +
∥
∥θ̂

1
2

u2

∥
∥2

0,Ω

}
, (5.13)

where γΛ(θ̂
1
2

u1 , θ̂
1
2

u2 ) vanishes due to Theorem 3.1. It follows from Lemma 5.1 that

∥∥∥
∥
ρ̂

1
2

u1 – ρ0
u1

τ /2

∥∥∥
∥

2

0,Ω
� ‖∂tu1 – ∂tRhu1‖2

L∞(0,t1/2;L2) � O
(
h2k̃), (5.14)

∥
∥∥
∥
ρ̂

1
2

u2 – ρ0
u2

τ /2

∥
∥∥
∥

2

0,Ω
� ‖∂tu2 – ∂tRhu2‖2

L∞(0,t1/2;L2) � O
(
h2k̃), (5.15)

‖Ĝ1‖2
0,Ω �

∥∥∣∣u0
1
∣∣2u

1
2
1 –

∣∣u0
1,h

∣∣2u
1
2
1,h +

∣∣u0
2
∣∣2u

1
2
1 –

∣∣u0
2,h

∣∣2û
1
2
1,h

∥∥2
0,Ω

+ ρ2∥∥
∣
∣v0

1
∣
∣2u

1
2
1 –

∣
∣v0

1,h
∣
∣2û

1
2
1,h +

∣
∣v0

2
∣
∣2u

1
2
1 –

∣
∣v0

2,h
∣
∣2û

1
2
1,h

∥
∥2

0,Ω

� O
(
h2k̃) +

∥∥θ̂
1
2

u1

∥∥2
0,Ω , (5.16)

‖Ĝ2‖2
0,Ω �

∥
∥
∣
∣u0

1
∣
∣2u

1
2
2 –

∣
∣u0

1,h
∣
∣2u

1
2
2,h +

∣
∣u0

2
∣
∣2u

1
2
2 –

∣
∣u0

2,h
∣
∣2û

1
2
2,h

∥
∥2

0,Ω

+ ρ2∥∥∣∣v0
1
∣∣2u

1
2
2 –

∣∣v0
1,h

∣∣2û
1
2
2,h +

∣∣v0
2
∣∣2u

1
2
2 –

∣∣v0
2,h

∣∣2û
1
2
2,h

∥∥2
0,Ω

� O
(
h2k̃) +

∥
∥θ̂

1
2

u2

∥
∥2

0,Ω , (5.17)
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where if α �= 3/4, k̃ = k and if α = 3/4, k̃ = k – ε, 0 < ε < 1/2. Inserting (5.14)–(5.17) into
(5.13), we get

∥
∥θ̂

1
2

u
∥
∥2

0,Ω =
∥
∥θ̂

1
2

u1

∥
∥2

0,Ω +
∥
∥θ̂

1
2

u2

∥
∥2

0,Ω � O
(
τ 4 + h2k̃)

by opting for a small enough τ , and thus

∥
∥̂e1

u
∥
∥2

0,Ω =
∥
∥u

1
2 – û

1
2
h
∥
∥2

0,Ω � O
(
τ 4 + h2k̃).

As to n = 1, using the inverse inequality, one gets

∥∥̂e1
u
∥∥∞,Ω � h– 1

2
∥∥̂e1

u
∥∥

0,Ω � O
(
τ 2h– 1

2 + hk̃– 1
2
)
� O

(
κ2h2δ + hk̃– 1

2
)
,

in the sense that ‖û
1
2
1,h‖∞,Ω , ‖û

1
2
2,h‖∞,Ω are bounded. The same results are valid for

‖v̂
1
2
1,h‖∞,Ω , ‖v̂

1
2
2,h‖∞,Ω . Analogously, via Eq. (5.1), the difference of Eqs. (4.1)–(4.2) and

Eqs. (3.5)–(3.6) gives

(
∂̄tθ

1
2

u1 , θ̄
1
2

u1

)
– γΛ

(
θ̄

1
2

u2 , θ̄
1
2

u1

)
=

(
∂tu

1
2
1 – ∂̄tRhu

1
2
1 , θ̄

1
2

u1

)
+ γ

(
∂2α

x F1
2 , θ̄

1
2

u1

)
+

(
G1

2, θ̄
1
2

u1

)
,

(
∂̄tθ

1
2

u2 , θ̄
1
2

u2

)
+ γΛ

(
θ̄

1
2

u1 , θ̄
1
2

u2

)
=

(
∂tu

1
2
2 – ∂̄tRhu

1
2
2 , θ̄

1
2

u2

)
– γ

(
∂2α

x F1
1 , θ̄

1
2

u2

)
–

(
G1

1, θ̄
1
2

u2

)
,

in which

F1
j = u

1
2
j – ū

1
2
j ,

G1
j = λ

(∣∣u
1
2
1
∣∣2 +

∣∣u
1
2
2
∣∣2 + ρ

∣∣v
1
2
1
∣∣2 + ρ

∣∣v
1
2
2
∣∣2)u

1
2
j

– λ
(∣∣û

1
2
1,h

∣∣2 +
∣∣û

1
2
2,h

∣∣2 + ρ
∣∣v̂

1
2
1,h

∣∣2 + ρ
∣∣v̂

1
2
2,h

∣∣2)ū
1
2
j,h,

with j = 1, 2. In view of θ0
uj

= 0, adding these two equations together yields

‖θ1
u1‖2

0,Ω + ‖θ1
u2‖2

0,Ω

τ

=
(
∂tu

1
2
1 – ∂̄tRhu

1
2
1 , θ1

u1

)
+

(
∂tu

1
2
2 – ∂̄tRhu

1
2
2 , θ1

u2

)

– γ
(
∂2α

x F1
1 , θ1

u2

)
+ γ

(
∂2α

x F1
2 , θ1

u1

)
–

(
G1

1, θ1
u2

)
+

(
G1

2, θ1
u1

)

�
∥∥∂tu

1
2
1 – ∂̄tRhu

1
2
1
∥∥

0,Ω

∥∥θ1
u1

∥∥
0,Ω +

∥∥∂tu
1
2
2 – ∂̄tRhu

1
2
2
∥∥

0,Ω

∥∥θ1
u2

∥∥
0,Ω

+
∥
∥∂2α

x F1
1
∥
∥

0,Ω

∥
∥θ1

u2

∥
∥

0,Ω +
∥
∥∂2α

x F1
2
∥
∥

0,Ω

∥
∥θ1

u1

∥
∥

0,Ω

+
∥∥G1

1
∥∥

0,Ω

∥∥θ1
u2

∥∥
0,Ω +

∥∥G1
2
∥∥

0,Ω

∥∥θ1
u1

∥∥
0,Ω

≤ C
{∥∥∂tu

1
2
1 – ∂̄tRhu

1
2
1
∥
∥2

0,Ω +
∥
∥∂tu

1
2
2 – ∂̄tRhu

1
2
2
∥
∥2

0,Ω

+
∥
∥∂2α

x F1
1
∥
∥2

0,Ω +
∥
∥∂2α

x F1
2
∥
∥2

0,Ω +
∥
∥G1

1
∥
∥2

0,Ω +
∥
∥G1

2
∥
∥2

0,Ω

}

+
1
2
{∥∥θ1

u1

∥∥2
0,Ω +

∥∥θ1
u2

∥∥2
0,Ω

}
. (5.18)
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Then, by Lemmas 2.3, 2.4, 5.1 and (5.4)–(5.6), we get

∥∥∂tu
1
2
j – ∂̄tRhu

1
2
j
∥∥2

0,Ω �
∥∥∂tu

1
2
j – ∂̄tu

1
2
j
∥∥2

0,Ω +
∥
∥∥
∥
ρ1

uj
– ρ0

uj

τ

∥
∥∥
∥

2

0,Ω

� τ 4∥∥∂3
t uj

∥∥2
L∞(0,t1;L2) + ‖∂tuj – ∂tRhuj‖2

L∞(0,t1;L2)

� O
(
τ 4 + h2k̃), (5.19)

∥
∥∂2α

x F1
j
∥
∥2

0,Ω �
∥
∥D2α

L F1
j
∥
∥2

0,Ω +
∥
∥D2α

R F1
j
∥
∥2

0,Ω =
∣
∣F1

j
∣
∣2
J2α
L (Ω) +

∣
∣F1

j
∣
∣2
J2α
R (Ω)

�
∣∣F1

j
∣∣2
2α,Ω �

∥∥u
1
2
j – ū

1
2
j
∥∥2

2α,Ω � O
(
τ 4), (5.20)

∥∥G1
j
∥∥2

0,Ω �
∥∥∣∣u

1
2
1
∣∣2u

1
2
j –

∣∣û
1
2
1,h

∣∣2ū
1
2
j,h +

∣∣u
1
2
2
∣∣2u

1
2
j –

∣∣û
1
2
2,h

∣∣2ū
1
2
j,h

∥∥2
0,Ω

+ ρ2∥∥
∣
∣v

1
2
1
∣
∣2u

1
2
j –

∣
∣v̂

1
2
1,h

∣
∣2ū

1
2
j,h +

∣
∣v

1
2
2
∣
∣2u

1
2
j –

∣
∣v̂

1
2
2,h

∣
∣2ū

1
2
j,h

∥
∥2

0,Ω

�
∥
∥̂e1

u1

∥
∥2

0,Ω +
∥
∥̂e1

u2

∥
∥2

0,Ω +
∥
∥̂e1

v1

∥
∥2

0,Ω +
∥
∥̂e1

v2

∥
∥2

0,Ω

+
∥∥e1

uj

∥∥2
0,Ω + O

(
τ 4 + h2k̃)

�
∥∥θ1

uj

∥∥2
0,Ω + O

(
τ 4 + h2k̃), (5.21)

where ‖̂e1
uj
‖0,Ω = ‖u

1
2
j –u

1
2
j,h‖0,Ω , ‖̂e1

vj
‖0,Ω = ‖v

1
2
j –v

1
2
j,h‖0,Ω , and the boundedness of ‖û

1
2
j,h‖∞,Ω ,

‖v̂
1
2
j,h‖∞,Ω is applied. Inserting (5.19)–(5.21) into (5.18), we obtain

∥∥θ1
u
∥∥2

0,Ω =
∥∥θ1

u1

∥∥2
0,Ω +

∥∥θ1
u2

∥∥2
0,Ω � O

(
τ 4 + h2k̃),

with a sufficiently small τ . Hence, ‖e1
u‖2

0,Ω � O(τ 4 + h2k̃) is concluded.
As to n = m, m > 1, supposing that (5.7)–(5.8) are fulfilled when n = m – 1, we begin

to consider such case by mathematical induction. In the light of τ = κh 1
4 +δ , for any ul

h,
1 ≤ l ≤ m – 1, it follows that

∥
∥el

u
∥
∥∞,Ω � h– 1

2
∥
∥el

u
∥
∥

0,Ω � O
(
τ 2h– 1

2 + hk̃– 1
2
)
� O

(
κ2h2δ + hk̃– 1

2
)
,

i.e., ‖ul
1,h‖∞,Ω , ‖ul

2,h‖∞,Ω are bounded, so are ‖vj
1,h‖∞,Ω , ‖vj

2,h‖∞,Ω . Then, subtracting
Eqs. (4.1)–(4.2) from Eqs. (3.5)–(3.6) at tm– 1

2
gives residual equations

(
∂̄tθ

m– 1
2

u1 , θ̄m– 1
2

u1

)
– γΛ

(
θ̄

m– 1
2

u2 , θ̄m– 1
2

u1

)
=

(
Pm

1 , θ̄m– 1
2

u1

)
+ γ

(
∂2α

x Fm
2 , θ̄m– 1

2
u1

)
+

(
Gm

2 , θ̄m– 1
2

u1

)
,

(
∂̄tθ

m– 1
2

u2 , θ̄m– 1
2

u2

)
+ γΛ

(
θ̄

m– 1
2

u1 , θ̄m– 1
2

u2

)
=

(
Pm

2 , θ̄m– 1
2

u2

)
– γ

(
∂2α

x Fm
1 , θ̄m– 1

2
u2

)
–

(
Gm

1 , θ̄m– 1
2

u2

)
,

in which

Pm
j = ∂tu

m– 1
2

j – ∂̄tRhum– 1
2

j , Fm
j = um– 1

2
j – ūm– 1

2
j ,

Gm
j = λ

(∣∣um– 1
2

1
∣∣2 +

∣∣um– 1
2

2
∣∣2 + ρ

∣∣vm– 1
2

1
∣∣2 + ρ

∣∣vm– 1
2

2
∣∣2)um– 1

2
j

– λ
(∣∣ûm– 1

2
1,h

∣∣2 +
∣∣ûm– 1

2
2,h

∣∣2 + ρ
∣∣v̂m– 1

2
1,h

∣∣2 + ρ
∣∣v̂m– 1

2
2,h

∣∣2)ūm– 1
2

j,h ,
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where j = 1, 2. By the sum of residual equations and Theorem 3.1, we obtain

‖θm
u1‖2

0,Ω + ‖θm
u2‖2

0,Ω – ‖θm–1
u1 ‖2

0,Ω – ‖θm–1
u2 ‖2

0,Ω

τ /2

=
(
Pm

1 , θ̄m– 1
2

u1

)
+

(
Pm

2 , θ̄m– 1
2

u2

)

– γ
(
∂2α

x Fm
1 , θ̄m– 1

2
u2

)
+ γ

(
∂2α

x Fm
2 , θ̄m– 1

2
u1

)
–

(
Gm

1 , θ̄m– 1
2

u2

)
+

(
Gm

2 , θ̄m– 1
2

u1

)

�
∥∥Pm

1
∥∥2

0,Ω +
∥∥Pm

2
∥∥2

0,Ω +
∥∥∂2α

x Fm
1

∥∥2
0,Ω +

∥∥∂2α
x Fm

2
∥∥2

0,Ω

+
∥
∥Gm

1
∥
∥2

0,Ω +
∥
∥Gm

2
∥
∥2

0,Ω +
∥
∥θ̄

m– 1
2

u1

∥
∥2

0,Ω +
∥
∥θ̄

m– 1
2

u2

∥
∥2

0,Ω . (5.22)

Further, via the foregoing discussions, we easily know

∥
∥Pm

j
∥
∥2

0,Ω � O
(
τ 4 + h2k̃),

∥
∥∂2α

x Fm
j

∥
∥2

0,Ω �
∣
∣Fm

j
∣
∣2
2α,Ω � O

(
τ 4), (5.23)

∥∥θ̄
m– 1

2
uj

∥∥2
0,Ω �

∥∥θm
uj

∥∥2
0,Ω +

∥∥θm–1
uj

∥∥2
0,Ω �

∥∥θm
uj

∥∥2
0,Ω + O

(
τ 4 + h2k̃). (5.24)

Regarding the term ‖Gm
j ‖2

0,Ω , we estimate it as

∥
∥Gm

j
∥
∥2

0,Ω �
∥
∥
∣
∣um– 1

2
1

∣
∣2um– 1

2
j –

∣
∣ûm– 1

2
1,h

∣
∣2ūm– 1

2
j,h +

∣
∣um– 1

2
2

∣
∣2um– 1

2
j –

∣
∣ûm– 1

2
2,h

∣
∣2ūm– 1

2
j,h

∥
∥2

0,Ω

+ ρ2∥∥∣∣vm– 1
2

1
∣∣2um– 1

2
j –

∣∣v̂m– 1
2

1,h
∣∣2ūm– 1

2
j,h +

∣∣vm– 1
2

2
∣∣2um– 1

2
j –

∣∣v̂m– 1
2

2,h
∣∣2ūm– 1

2
j,h

∥∥2
0,Ω

�
∥
∥θm

u1

∥
∥2

0,Ω +
∥
∥θm

u2

∥
∥2

0,Ω + O
(
τ 4 + h2k̃), (5.25)

by (5.5)–(5.6) and the boundedness of ‖ûl
1,h‖∞,Ω , ‖ûl

2,h‖∞,Ω , ‖v̂l
1,h‖∞,Ω , ‖v̂l

2,h‖∞,Ω , 1 ≤ l ≤
m – 1. Inserting (5.23)–(5.25) into (5.22) and applying Gronwall’s inequality to the sum of
the resulting (5.22) from 1 to m with small τ , we arrive at

∥∥θm
u

∥∥2
0,Ω =

∥∥θm
u1

∥∥2
0,Ω +

∥∥θm
u2

∥∥2
0,Ω � O

(
τ 4 + h2k̃), (5.26)

where θ0
u1 = 0, θ0

u2 = 0 are used again. Hence, under Lemma 5.1, we get

∥∥em
u
∥∥2

0,Ω �
∥∥ρm

u
∥∥2

0,Ω +
∥∥θm

u
∥∥2

0,Ω � O
(
τ 4 + h2k̃).

In the same fashion, repeating the processes above can establish the desirable ‖em
v ‖2

0,Ω �
O(τ 4 + h2k̃). The induction is completed. �

Remarks 5.1 The restriction imposed on the temporal stepsize τ in Theorem 5.1 is just
a need in theory. It is not necessary for us to comply with such a restriction in realistic
implementation. Actually, it may be removed by the analytical technique derived in [56];
but it is beyond our scope to address this issue here.

6 Numerical experiments
In this part, numerical experiments are performed to support our theoretical results as
well as gauge the actual performance of FEM (4.1)–(4.10). As stated earlier, the exact so-
lutions to Eqs. (1.1)–(1.2) will polynomially or exponentially decay to zero when |x| tends



Zhu et al. Advances in Difference Equations        (2019) 2019:329 Page 15 of 20

Figure 1 The wave propagations for different α with γ = 1, λ = 2; (a): α = 0.6, (b): α = 0.8, (c): α = 0.9, (d):
α = 1

to infinity, a large Ω will be truncated so that the wave functions are negligible outside of
Ω and thereby (1.4) can successfully be enforced. In the tests below, we always set Vh to
be a piecewise linear space.

Example 6.1 Let ρ = 0. The model simply becomes

i∂tu + γ ∂2α
x u + λ|u|2u = 0.

The initial data is of Gaussian type

u(x, 0) = sech(x) exp(2ix).

Here, γ = 1, λ = 2 are taken. Then, when α = 1, the soliton solution is

u(x, t) = sech(x – 4t) exp
{

i(2x – 3t)
}

.

Let Ω = (–20, 20); we simulate the propagation of a single soliton with fixed τ = 0.01,
h = 0.1 and different α. Fig. 1 displays the evolutions of the amplitudes of single solitons
for α = 0.6, 0.8, 0.9, and 1, respectively, where the solitons of different width and height are
observed. In particular, when α = 1, it collapses to the classical one. As depicted in [47],
the order α (α �= 1) can create two turning points in the solitary wave solution; we see the
same phenomena appear here from Fig. 2. Table 1 reports the convergent results at t = 1
when α = 1 by selecting τ = 0.1 ∗ h. Table 2 lists the values of conserved quantity Qn

u at
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Figure 2 The numerical solutions at different t for α
= 0.9; red stars: t = 1, blue circles: t = 2, green
triangles: t = 3

Table 1 The global errors and convergent orders at t = 1 for α = 1 with τ = 0.1 ∗ h

τ h ‖u – uh‖0,Ω c. order

0.02 0.2 1.687612e-01 –
0.01 0.1 4.361017e-02 1.952247
0.005 0.05 1.101949e-02 1.984607
0.0025 0.025 2.765947e-03 1.994212

Table 2 The values of Qn
u at different T for α = 0.55, 0.85, and 1 with τ = h = 0.05

α = 0.55 α = 0.85 α = 1

T = 0 1.414213562373096 1.414213562373096 1.414213562373096
T = 2 1.414213563333915 1.414213562373732 1.414213562373095
T = 4 1.414213563483628 1.414213562459447 1.414213562373102
T = 6 1.414213565080403 1.414216796821000 1.414213562373097
T = 8 1.414213565803438 1.414334297978175 1.414213562373093

different T for α = 0.55, 0.85, and 1. It is drawn that the mass is well preserved throughout
the process and our scheme is available for long-time simulation.

Example 6.2 Consider the following space-fractional CNLS:

i∂tu + γ ∂2α
x u + λ

(|u|2 + ρ|v|2)u = 0, (6.1)

i∂tv + γ ∂2α
x v + λ

(
ρ|u|2 + |v|2)v = 0, (6.2)

subjected to the initial values

u(x, 0) = sech(x + x0) exp(icx),

v(x, 0) = sech(x – x0) exp(–icx).

As α = 1 and ρ = 1, the model is known as the Manakov system, which is integrable, i.e., a
collision without any reflection, transmission, trapping, and creation of new solitary waves
would be produced, when two solitons intersect each other. Let γ = 1, x0 = 5, and c = 3; we
consider the double solitons collision and the impact may be caused by different fractional
orders on the wave propagation within Ω = (–20, 20) under the parameters τ = h = 0.1. In
Fig. 3, we display the interaction of two solitons and the evolution of the amplitude of
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Figure 3 The interactions of two solitons for different α with λ = ρ = 1; (a): α = 0.7, (b): α = 0.8, (c): α = 0.9,
(d): α = 1

each soliton when α = 0.7, 0.8, 0.9, and 1. In Fig. 4, we present the state solutions at t = 1
and t = 4 for α = 0.75. It is observed that the width and height of the solitons have been
greatly changed when α �= 1. More precisely, the smaller α we take, the bigger change will
be created. The time point when the solitons intersect is also varying with α. Besides, the
shapes of the solitons may not be retained after they collide with each other when α �= 1.
Table 3 reports the evolution of the quantity Qn

u for α = 0.65, 0.75, and 1, respectively, by
which we easily see that our scheme well conserves the initial mass, where the quantity
Qn

v is omitted since Qn
v = Qn

u.

At last, we compare the computing efficiency of the explicit-implicit FEM and the
Crank–Nicolson FEM with Newton’s iteration (termed “Newton Method”). Table 4 gives
the detailed time costs for those two methods, from which we conclude that the explicit-
implicit FEM is more efficient than the Newton Method.

Remarks 6.1 In the tests, Newton’s procedure was terminated by reaching a solution with
tolerant error 1.0E-12; all the algorithms were run by using Matlab R2012a on a Lenovo
PC with Intel Pentium G2030 3.00 GHz CPU and 4 GB RAM.

7 Conclusion
In this research, a fully discrete mass conservative FEM is proposed to solve the Riesz
space-fractional CNLS. Its convergence is discussed and the convergent orders are showed
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Figure 4 The numerical solutions at different t for α = 0.75; (a): t = 1, (b): t = 4; red stars: |u|, blue circles: |v|

Table 3 The values of Qn
u at different T for α = 0.65, 0.75, and 1 with τ = h = 0.1

α = 0.65 α = 0.75 α = 1

T = 0 1.414213562373022 1.414213562373022 1.414213562373022
T = 2 1.414213562415025 1.414213562374943 1.414213562373022
T = 4 1.414213562434534 1.414213562393007 1.414213562373011
T = 6 1.414213563569567 1.414213562408873 1.414213562373014
T = 8 1.414213565171315 1.414213787517128 1.414213562373017

Table 4 The time costs of Explicit–Implicit Method and Newton Method when T = 2

α τ ,h Algorithm CPU time (s)

α = 0.55 0.04, 0.1 Explicit–Implicit Method 41.82
0.04, 0.1 Newton Method 105.04

α = 0.75 0.025, 0.05 Explicit–Implicit Method 504.05
0.025, 0.05 Newton Method 977.68

α = 0.95 0.02, 0.03125 Explicit–Implicit Method 2212.33
0.02, 0.03125 Newton Method 5809.25

to be optimal in L2-sense. Since the scheme is linearized and decoupled, an extra New-
ton iterative loop is naturally avoided, which can significantly improve the computing effi-
ciency in practice. The codes are also utilized to simulate the wave propagation of solitons,
and a detailed numerical investigation on the double solitons collision is done with differ-
ent fractional orders. The test results indicate the soliton shapes are greatly changed with
α, while the conserved quantities are well preserved. It is noteworthy that the problem dis-
cussed here can possibly be solved by other numerical methods like the lattice fractional
equation methods in [28, 29], operational matrix methods in [57, 58], or the fourth-order
nonstandard compact and sixth-order weighted essentially non-oscillatory (WENO) fi-
nite difference methods in [59, 60], which can reduce computing effort by converting the
original problem to a system of differential/algebraic equations, or achieving high-order
convergence without spurious oscillations. In future works, we will use the Riesz fractional
differences and operational matrix techniques to deal with Riesz derivative or apply the
ideas of the high-order nonstandard compact and WENO schemes in the above citations
to derive more efficient numerical methods for Eqs. (1.1)–(1.2). Although some difficul-
ties will be encountered, it is meaningful to extend these works to the space-fractional
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NLS/CNLS. The extensions of these methods to the CNLS with both time- and space-
fractional derivatives will also be considered.
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