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1 Introduction
We are interested in studying oscillation and nonoscillation of third-order nonlinear delay
dynamic equations with positive and negative coefficients

[b(2) (a@)x> () *]" + pO)f (2(z®))) - g (x(5())) =0, ¢ €T, t> to. (1.1)

Throughout this paper, we impose the following conditions:
(Al) T isan arbitrary time scale with sup T = +00, b,a,p,q € C,q(T,R*);
0o 1 oo 1 .
(A2) ‘[to WAS = fto WAS =00,

(A3) f,h:R — R are continuous functions with uf (&) > 0, uh(u) > 0 for u # 0;

(A4) 7,8:T — T are nondecreasing, t(¢) <¢, §(t) > t, lim;_, o, T(¢) = 00.

Definition 1.1 A function x is said to be a solution of (1.1) if a nontrivial real-valued
function x € C4([ty, 00)1, R) with ax® € CL,([£o, 00)1,R) and b(ax*)* € C*,([to, 00)1, R),
and such that (1.1) is satisfied on the interval [£g, 00)T.

About the existence and uniqueness of solutions to delay dynamic equations on time
scales, we refer to [16]. As usual, a solution of (1.1) is called nonoscillatory if it is either
eventually negative or eventually positive; otherwise it is called oscillatory. Equation (1.1)
is said to be oscillatory provided that every solution of (1.1) is oscillatory.
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The theory of time scales introduced by Hilger (see [15]) unifies continuous and discrete
analysis. Oscillations of delay dynamic equations are common in applications, for exam-
ple, in economics, where the demand depends on current price and the supply depends
on the price at an earlier time, and in the study of population dynamic models (see [3]).
Compared to dynamic equations with positive coefficients, the research on oscillation and
nonoscillation of dynamic equations with positive and negative coefficients has received
less attention. What is more, most of the papers focus on the oscillation of second-order
dynamic equations with positive and negative coefficients (see [5, 6, 8, 17, 19-21]), much
fewer do on third-order dynamic equations with positive and negative coefficients. How-
ever, for third-order delay dynamic equations with positive coefficients, the oscillation
theory has been developed well on the binomial equations. For example, when ¢(t) = 0,
7(t) = £, (1.1) becomes the nonlinear dynamic equation

[b(2) (a(t)x® () *]" + p@)f (x(®)) =0, teT,t> 1. (1.2)

If g(¢) =0, b(¢) = a(t) = 1, ©(¢) = t, f(x()) = x(¢), then (1.1) is simplified to the linear dy-

namic equation
22281 + p)x() =0, teT,t>t. (1.3)

And it is easy to see that (1.1) can be turned into the third-order nonlinear delay dynamic
equation with positive coefficients

[b() (at)x® () *]" + p@)f (x(z(8)) =0, teT,t>t. (1.4)

In 2005, Erbe et al. [10] considered (1.2). With the help of the generalized Riccati transfor-
mation techniques, they established oscillation criteria which ensure that every solution
of (1.2) is oscillatory or converges to zero. In 2006 and 2007, Erbe et al. [11, 12] studied
(1.3), and in [12] they obtained Hille and Nehari type oscillation criteria. In 2011, Han et
al. [14] extended and improved the results of [10-12]. Han et al. offered new oscillatory
criteria of (1.4) and demonstrated that every solution of (1.4) oscillates or is convergent to
zero.

However, when using the Riccati transformation, we meet an unexpected obstacle: the
nonoscillatory solution space of (1.1) is unclear from Lemma 2.1. Agarwal et al. [1] studied
oscillation of second-order dynamic equations and turned to the nonexistence of eventu-
ally positive solutions of a first-order dynamic inequality. Grace et al. [13] and Erbe et al.
[9] investigated the oscillation of higher order dynamic equations to make a comparison
with second-order dynamic equations and dynamic inequalities respectively. Jozef et al. [7]
also used the comparison method to study the oscillatory properties of (1.1) when T = R,
and then, in 2017, they [2] continued the investigation to study nonoscillation properties
of (1.1).

Motivated by the works [1, 2, 7, 9, 13], we obtain some sufficient conditions which guar-
antee that Equation (1.1) is oscillatory, and we give certain new results for asymptotic
behavior of nonoscillatory solutions of (1.1). Our work generalizes and improves the main
results of [2, 7] and those related research works in the literature for oscillation of third-
order nonlinear delay dynamic equations. Moreover, our results are new for the corre-
sponding third-order nonlinear difference equations and differential equations.



Huang and Deng Advances in Difference Equations (2019) 2019:292 Page 3 of 16

For convenience, we denote

t s 1 E(z () 1 E(s) 1
A(t):/ —/ —— AuAs, B(t):/ —/ ——AulAs, t; >t
o als) Jy, b(w) ww  aks) )y b r=n

The paper is organized as follows. In Sect. 2, we present some basic definitions and
useful results from the theory of calculus on time scales and several lemmas. In Sect. 3,
we investigate the oscillation of (1.1) by making a comparison with first-order dynamic
equations and establish some sufficient conditions for (1.1) to be oscillatory. In Sect. 4, we
give new results for asymptotic behavior of nonoscillatory solutions of (1.1). In Sect. 5, we
offer an example to illustrate the feasibility of our primary results.

2 Preliminaries
We define the graininess function u:

n(t)=o(t) -t

and for any function f : T — R the notation f°(£) denotes f (o (¢)).

The set of functions f : T — R that are delta differentiable on [c,d]t and whose delta
derivative function is rd-continuous on [c, d]r is denoted by Crld.

A function p: T — R is said to be regressive if

1+ p(t)p) #0, teT.

We denote the set of all F: T — R which are right-dense continuous and regressive by .
The exponential function is defined by

t
ey(t,s) = exp(/ ;“M(r)(p(t))Ar) forteT,seT, (2.1)
N
where p € ), the cylinder transformation ¢(z) is given by

log(1+h .
stk if jp 0

z ifh=0.

tn(z) =

For more details, see [3].
Equation (1.1) covers the couple of three-order binomial dynamic equations:

[b() (a)x*(©)*]" + pO)f (x( (1)) = O (2.2)
and
[b(2) (a(t)x® (£)*]" - q@h(x(5(2))) = 0. (2.3)

We point out that the solution spaces of (2.2) are different from the solution spaces of (2.3).
Let S be the set of all positive solutions of the considered equations. Then for (2.2) the set
S is the union of Sy and Sy:

§=5US,,



Huang and Deng Advances in Difference Equations (2019) 2019:292 Page 4 of 16

where the positive solution sets Sy and S, for (2.2) satisfy

xt)eSy < X&) =a@®)x() <0, bX2(t) >0, [b(t)X A(t)]A <0,

xeS & X =a®x*(®)>0,  bOX2(®)>0,  [bOX®)]" <0.
Similarly, for (2.3), the set S is also the union of §; and Ss:

§=5US;,
where the positive solution sets S; and S3 for (2.3) satisfy

X es & X@O)=a®x*®)>0,  bOX ()<0,  [bOX2®)]" >0,

x@t)eSs <  X(@)=al)x™() >0, b(t)X2(¢) > 0, [b(t))(A(t)]A > 0.

Lemma 2.1 Assume that x is an eventually positive solution of (2.2) or (2.3). Then, for (2.2),
there exists t| € [ty, 00)T such that, for t € [t;, 00), either

x(t) €Sy or x(t)€S,.
And, for (2.3), we have also either
x(t) eS8 or x(t)€Ss.
The proof is similar to that of [10, Lemma 1].

Lemma 2.2 Assume that g € C,4(T,[0,00)), m : T — R is nondecreasing, n: T — T is
nonincreasing, and j : T — T is nondecreasing. If s < t, then

o(t) a(t)
/ g(u)m(n(j(u)))Au > m(n(j(t)))/ g(u)Au.

Proof Since s < t, we can divide the integral into two parts:

a(t) t o(t)
f g(u)m(n(j(u)))Au:/ g(u)m(n(j(u)))Au+/ gym(n(j(u))) Au.

Using the fact that m is nondecreasing, # is nonincreasing, and j is nondecreasing, the first
part gives

f g)m(n(j(u))) Au > m(n(j(t)) / g(u)Au. (2.4)
Since g o m o n oj is rd-continuous, by f:(t) y(t) At = u()y(2), the second part yields
o(t)
[ stwmni0) = ttrgtom(n(io)

a(t)
=m(n(j(t))) (k()g®) = WI(n(j(t)))/ guw)Au. (2.5)
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Combining (2.4) and (2.5), we get

o(®) t o(t)
/ g(u)m(n(j(u)))Au > m(n(j(t))) (/ gu)Au +/ g(u)Au)
a(t)
= m(n(j(t)))/ g(u)Au.

This completes the proof. O

3 The oscillation of Equation (1.1)
When we use generalized Riccati transformation techniques, we meet an unexpected ob-
stacle: the nonoscillatory solution space of (1.1) with positive and negative coefficients is
unclear from Lemma 2.1. Fortunately, by reducing (1.1) to oscillation of an appropriate
first-order delay dynamic equation, we obtain several new oscillatory properties of Equa-
tion (1.1) by comparison method.

In this section, we always assume that

(A5) hisbounded, f is nondecreasing, and f(uv) > f(u)f (v) for uv > 0;

(A6) ftzo ﬁ = ﬁs) [ qw) AuAsAt < co.
Hypothesis (A6) reveals that the positive term of (1.1) is dominating. So the structure of
the positive solution space of (1.1) is similar to that of (2.2).

Theorem 3.1 Assume that either

ftoop(u)Au =00 (3.1)
or
/t:op(u)Au < 00, /t:o 20 /VOO 6 /Soop(u)AuAsAv = 00. (3.2)

If the first-order nonlinear delay dynamic equation

Y20+ pOF (At 0)f ((r(0)) = 0 (33)
oscillates, then every solution x of (1.1) either is oscillatory or lim;_, o, x(¢) = 0.

Proof Suppose to the contrary that x(¢) is an eventually positive solution of (1.1). Then
there exists ¢; € T large enough and #; > ¢ such that

x(t) >0, x(r(t)) >0, x(S(t)) >0 forallt>t.
Let

ko =20+ [ [T [ qwn(a(s0) aussa. (3.4

Conditions (A5) and (A6) imply that the function k(¢) exists for all £ > #; and is well de-
fined. Moreover,

k(t) > x(t) > 0, KA(8) < x2(2).
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By (3.4) and (1.1), we find that

[6(t) (a()k*(£)*]" + p()f (x(z () = 0,

which implies that

[b(8) (a®)k™(£)°]* = -p@)f (x(x(2))) <O. (3.5)

Hence, a suitable modification of Lemma 2.1 together with condition (A2) implies that
either

keSS, & aWk*®)<0,  bE)(ak*®)" >0,  [bO(a®)k*()*]" <0,
or
kK eS, & aWk®)>0,  bE)(ak*®) >0,  [bO(a®)k*()*]" <0,

for all £ > t,. Firstly, we consider the case k(¢) € Sp. Since k(¢) > 0 and k2(¢) < 0, by (3.4),
we find

lim k(z) = lim x(¢) =2/ > 0.
t—00 t—00

We claim that / = 0. Otherwise, [ > 0, then x(7(¢)) > [ > 0 holds for all £ > #.
If (3.1) holds, noting that f is nondecreasing, integrate (3.5) from ¢ to ¢ (¢ € [t1,00)T)

b(B)(a@k® ()" < b(tr)(alt)k® (1)) - £ () / Ps)As — —00, £ 00,

which contradicts b(¢)(a()k(£))2 > 0.
On the other hand, if (3.2) holds, similar to the proof of [7, Theorem 2.1], we find the
limit lim;_, o k(£) = —00, which contradicts the fact k(£) > 0. So,

tlim k(t)=0 and tlim x(t) = 0.
Now we consider k(t) € S,. By [b(t)(a(t)k® ()21 < 0, we get two inequalities:
a(t)k®(£) = a(t)k® (£) - a(t k™ (1)

- / b(s)(a(s)kA(s))A%As

b1

> b(0)(a()k>(1))" / TR

and

A b(t) A A L1
k2(t) > M(a(t)k (t)) i @As.
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The last inequality together with x(¢) > 0 and k*(£) < x°(¢) shows that

x(t) > /txA(s)Asz /tkA(s)As

L b(s) 1
= [ ek o)® [ o suas

> b() (a®k> ()" f t (15) S (lu)AuAs. (3.6)

Let
21(8) = b(t) (ak® ()"

By (3.6) and z;(¢) = b(£)(a(t)k™(¢))* > 0, we have

x(t) Zzl(t)/ % ﬁmmwo.

According to (3.5), (A5), and the definition of A(£), we see that z; > 0 is a solution of the
delay dynamic inequality

7 (8) + p@)f (A(x(0)))f ((x () <0

By [4, Theorem 3.1], it follows that the corresponding first-order delay dynamic equation
(3.3) has a positive solution, too. This contradiction shows that k(¢) ¢ S,. This completes
the proof. O

Remark 3.2 Note that (A2) implies that

11
hm A(t)— lim / — —— AulAs =
t=o0 Jyy a(s) Jyy b(u)

Then there exists £, > t; such that, for t > 5 > £,

1) 1 s 1
—_— ——AulAs>1,
ftl a(S)/ b(u) -

x(t)>z](t)/1 o J, mAuAs>zl t)/1 a(s) i MAMAS z1(2).

Set it into (3.5),
y2 (@) + p)f (y(z(8))) <O.

Thus, we can remove the condition f(uv) > f(u)f(v) for uv > 0 in (A5) and (3.3) can be

replaced by

y2(@) + p(0)f (y((1)) =0 (3.7)
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to make sure that the conclusion of Theorem 3.1 is also true. However, [7, Theorem 2.1] did
not give the corresponding result. When we use oscillation criterion (3.9) of Corollary 3.3,
we also need not the condition f(uv) > f(u)f (v) for uv > 0 in (A5).

Corollary 3.3 Let (3.1) or (3.2) hold. If

o(t)
lim sup / PB)f (A(x(s))) As > limsup — (3.8)
t—00 T(t) u—0 f(u)
or
o(t)
lim sup / p(s)As > limsup — (3.9
t—00 7(t) u—0 f( )

then every solution x of (1.1) either oscillates or lim;_, o, x(£) = 0.

Proof Due to Theorem 3.1 and 3.2, we only need to show that (3.3) and (3.7) oscillate.
First, assume that Equation (3.3) has a positive solution z(¢). Since lim;_, o, 7(£) = 00,
there is a positive number #; > £, such that z(z(£)) > 0 for ¢ > £. By (3.3),

Z28(t) = —p(t)f(A(t(t)))f(z(r(t))) <0, t>1t, (3.10)

which implies the limit lim;_, » z(£) =7 > 0.
Integrating (3.10) from 7(¢) to o (¢) yields

o(0) ~2(e0) + [ PO A(e))ele09) 5 -

Since z is A-differentiable and rd-continuous and the function 7 is nondecreasing,
Lemma 2.2 is applicable for the integral term in the previous equation. By Lemma 2.2,
we get
o(t) al(t)
/ , PO () 52 £ ((0) / , PAGO)As
T(t T(t
S0
o)

2(t(8) = 2(c (9) + £ (2(x(®))) / ps)f(A(t(s)) As

7(t)

Note that z(£) > 0, p(¢) > 0, zf(z) > 0 for all ¢ > t;, we have

z(T(2)) a(t)
fx@®) = /m) P (A(r(9))As, t=h.

Taking upper limits on both sides brings an obvious contradiction with (3.8).
Second, assume that Equation (3.7) has a positive solution z,(£). The proof is the same
as the previous case and we omit it. d

Let f(«) = |u|?~u. We have the following result.
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Corollary 3.4 Let 0< B < 1. Assume that (3.1) or (3.2) holds and

o(t)
lim sup/ pls)AP (‘L'(S)) As>0, (3.11)

t—00 (t)

then every solution x of the nonlinear dynamic equation
[b()(a0x(2))°]" + p@)|x(z () |" " 2( () - g (x(5(2))) = 0 (3.12)
either oscillates or lim,_, . x(£) = 0.

Remark 3.5 When (3.2) holds, if (3.11) is replaced by

o(t)
lim sup/ pls)As >0, (3.13)
7(t)

t—00 (t

the conclusion of Corollary 3.4 is also true. What is more, if 8 =1

o(t)
lim sup / P)A(T(s))As > 1, (3.14)

t—>00 (¥)

then the conclusion of Corollary 3.4 still holds.

Compared with the following Corollary 3.6, we can see that (3.15) is better than (3.14).
But it is easier to compute (3.14) than (3.15). When T = R, [22, Example 2] shows that [7,
Corollary 2.2] is a special case of Corollary 3.6.

Corollary 3.6 Let (3.1) or (3.2) hold. If

limsup sup{A exp_, ,u0r)(t(8):£) } < 1, (3.15)

t—00 MA€E

where E = {A|A > 0,1 — Ap(£)A(z(£))u(2) > 0,¢ € T}, then every solution x of the delay dy-

namic equation with positive and negative coefficients
[b(2) (a(t)x® () *]" + p(O)x(x(2)) - g (x(5())) = 0 (3.16)
either oscillates or lim,_, o x(t) = 0.

Proof A modification of [22, Corollary 2] guarantees (3.3) to be oscillatory with f(u) = u.
The conclusion of Corollary 3.6 is correct owing to Theorem 3.1. O

On the other hand, using the supplementary condition, we will establish another oscil-

lation criterion for (1.1) to make sure that (1.1) is oscillatory.

Theorem 3.7 Assume that there exists a function & € Crld([to, o)1, R) such that

A =0,  E@) >t n(t) =£(&(r@®)) <t (3.17)
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If both the first-order delay dynamic equation (3.3) and

y2(6) + p(Of (BO) (y(n(®))) =0 (3.18)
are oscillatory, then (1.1) is oscillatory.

Proof Assume not. Let x be an eventually positive solution of (1.1). The function k(¢) is
defined by (3.4). As in the proof of Theorem 3.1, we see that k() € Sy, and there exists
lim—, o0 k(£) = 2/ > 0. Assumption (A2) implies

lim b(&) (a(k*(©)" = lim a(O)k*(¢) = 0.
In view of (3.4), it follows that

lim x(6) =2, lim b(£)(a(®)x® ()" = lim a(®)x* () = 0. (3.19)

t—00 t—00 t—00

Let

14

a0 ), b6) ), q(u)h(x(8())) AuAsAv. (3.20)

1

w(t) = x(t) + /00

Conditions (A5) and (A6) imply that w(¢) is well defined. By (A1), (A3), (1.1), and (3.20),
we have

w(t)>x(1) >0,  a@w () <a@®x®©),  bE)(a@)wr®)" < b (a®)x ()"

and
[b(2) (at)w™ ()] = —p(8)f (x(z (1)) <. (3.21)
Then, hypothesis (A2) combined with a proper modification of Lemma 2.1 implies that
cither
weSy & w>0, aw*<0,  blaw®)*>0,  [baw®)?]* <0
or
weS, & w>0, awt>0,  blaw®)>0,  [b(aw®)*]" <0,

eventually. However, w(t) € S, will not happen. In fact, if w(t) € S, then by 0 < a(t)w?(¢) <
a(t)x® (t) and lim;_, o, a(t)x®(t) = 0, we get lim,_, o, a(t)w”(£) = 0. We have a contradiction
with a()w?(£) > 0 and (a()w™(£))* > 0, eventually. So, we claim that w(t) € So.
Let ¥ (£) = b(t)(a(®w? ()2, then ¥2(¢) = (b(t)(a(t)w?(£))*)? < 0. By (3.17) and (3.19),
integrate (a()w™(£))® < (a(t)x>(t))® from ¢ to oo,
* b(s)(a(s)w™ (s))®

A
—a(t)x (t)Z/t TAS

0 p(s)(als)w? (s)) 0 1
=[RS s ue) [ s
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which implies —x2(£) > (& (t)) g(t (15) As. We carry out the calculation

£(r(2) V(€ (1)) £ q
2(2(0) = 2(x(0) (& (x(0) = / L g stz vo)so

Substituting it into (3.21), we find that the delay dynamic inequality

y2 () + p@)f (BO) (y(n(®)) <0

has a solution ¥ > 0. Owing to [4, Theorem 3.1], the corresponding first-order dynamic
equation (3.18) has a positive solution as well. The contradiction shows that w(t) ¢ Sy and
we reach an agreement that (1.1) oscillates. O

It is evident that Corollaries 3.8, 3.9, 3.10 are true.

Corollary 3.8 Assume that (3.8) and (3.17) hold. If

o(t)
li?_l)iLolp /m) p(s)f (B s))As>hI;1j(l)lpf( )’ (3.22)

then (1.1) oscillates.

Corollary 3.9 Assume that (3.15) and (3.17) hold. If

lim sup sup{k €XP_p (r(t), t) } <1, (3.23)

t—>00 )\eE
where E' = {A|A > 0,1 — Ap(t)B(£) () > 0, ¢ € T}, then (3.16) oscillates.

Corollary 3.10 Assume that (3.11) and (3.17) hold. If

o)
lim sup / p(s)BP(s)As >0, (3.24)

t—>00

then (3.12) oscillates.

Remark 3.11 When T = R, Theorem 3.7 and Corollaries 3.8, 3.9, 3.10 reduce to Theo-
rem 2.6 and Corollaries 2.8-2.10 in [7].

4 The asymptotic properties of Equation (1.1)
Now, we explore the asymptotic behavior of solutions for (1.1) by reducing the exploration
of (1.1) to oscillation of a proper first-order dynamic equation.
In this section, we need the following set of hypotheses.
(A7) fis bounded h is nondecreasing;
(A8) ft a0 b(s f pu) AuAsAt < co.

Theorem 4.1 Suppose that

/ q(u)|h(EcA(8(w)))|Au = 0o (4.1)

to
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holds for every ¢ > 0. If the first-order nonlinear delay dynamic equation

1 R | o
yA(t) - [%/t M/u q(s)AsAu]h(y(S(t))) =0 (4.2)

is oscillatory, then every nonoscillatory solution x of (1.1) either

%(8)]
Jim A0 =00 (4.3)
or, for some M > 0,
’x(t)’ < Mf ﬁ/ @/ p()AulsAv, tl_i)r&x(t) =0. (4.4)

Proof Suppose to contrary that (1.1) has a nonoscillatory solution x > 0. We may assume
that there exists t; > £, such that

x(¢) >0, x(z(2)) >0, x(8()) >0 forallt>t.

Let

r(t) = x(t) — /t % /v @ /S p(u)f(x(t(u)))AuASAv‘ (4.5)
According to (A7) and (A8), r(t) exists for all £ € T and is well defined. Furthermore, r(t) <
x(t), and

[6()(at)r(£)*]" = a@®h(x(5(2))) > 0. (4.6)

Hence, by (A2), a proper modification of Lemma 2.1 implies that, for all ¢ > #;, either

reS; < r>o0, ar® >0, b(aer)A <0, [b(arA)A]A >0

or
reS3 & r>0, ar® >0, b(arA)A >0, [b(arA)A]A >0,
or
r(t) <0.
The rest of the proof is similar to that of [2, Theorem 1]. O

The function r € S3 implies

b®)(a®)r™ ()" = ¢ = b(t) (alt)r (1) .
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By direct calculation, we have

x(t)Zr(t)Zc/tﬁfsﬁAuAs=cA(t)—>oo as t — 00.

Hence, if we remove condition (4.1), we conclude that every nonoscillatory solution x
of (1.1) either is unbounded or converges to zero. The following result improves [2, The-

orem 1].

Remark 4.2 If (4.2) is oscillatory, then every nonoscillatory solution x of (1.1) either, for
sufficiently large T' € T and some ¢ > 0, is such that

’x(t)’ >cA() fort>T and lim ‘x(t)‘ = 00,

t—>00

or satisfies (4.4).

Furthermore, applying extra condition, we obtain the other new criterion that every
nonoscillatory solution of (1.1) is asymptotic stable.

Theorem 4.3 Assume that there exists a function x € C.,([ty, o0)1,R) such that

x>0, x@®<t,  o®:=8(x(x®)) >t (4.7)
If both the first-order delay dynamic equation (4.2) and

s [ L [0 L[ _
w”" () |:a(t) /X(t) b0 /X(u)q(s)AsAu]h(w(Q(t)) 0 (4.8)

are oscillatory, then every nonoscillatory solution of (1.1) satisfies (4.4).
Proof The proof is similar to [2, Theorem 2]. O
Remark 4.4 When T = R, Theorems 4.1 and 4.3 reduce to Theorems 1-2 in [2].

5 Application
In this section, we present an example to illustrate the feasibility of our results.

Example5.1 Consider the following third-order delay dynamic equation with positive and
negative coefficients:

[b(t) (ﬂ(t)xﬁ(t))A]A +p(t)x(r(t)) B q(t)2 x(8(t)

RGO 5.1)

for t € [ty, 00)1, where b,a, p,q € C,4([1,00)1, RY), T(£) < ¢, 8(t) > £, lim;_, o, T(£) = 00. Now

fw) =u, h(u) = 2+T;?§3;)‘3 is bounded, so conditions (A1), (A3)—(A4) are satisfied. Then we

can choose a, b satisfying (A2) and choose p, g satisfying (A6) and (3.1).

(I) T = R. Taking account of Corollary 3.6, (3.15) can be written as follows:

lim sup sup{)\/t (-Ap(s)A((s)) ds)} <1, (5.2)

t—>00 A€E (2)
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where E = R*. Let

f) = Aexp{/ (—)»p(s)A(t(s)) ds}.

®

It follows from Lagrange theorem that

1
) oA ds

Therefore, if
¢ 1
lim inf/ ps)A (r(s)) ds> —,
=00 Jop e

then the differential equation

¥ @)+ pOA(x(®)y(x(1) =0 (5.3)

is oscillatory. That is just a modification of [18, Theorem 1].
(I1) T = WZ = {hk|k € Z} for h > 0. Assume that p(£)A(t(¢t)) =1, ©(¢) =t — h with [ € Z*,
and from (3.15) we get

sup{A(1 - hn)k} <1, (5.4)
AEE

where E={A|0< A < %}. By simply calculating, (5.4) turns out to be

ll
——<h 5.5
(k+ 1)kt = (5:5)
So, if we pick up some / > 0 such that (5.5) holds, then the equation
7B +y(r(6) =0 (5.6)
oscillates.
If we apply Remark 3.5,

o(t)
/ p(S)A(r(s))As =o(t)—t()=t+h-(t-Ilh)=1+Dh>1
(t)

implies that k—il < h guarantees Equation (5.6) to oscillate. Note that

I 1

_  c— _<h
(k + 1)k+1 <k+1 <

this reveals that (3.15) is better than (3.14). However, it is convenient to compute (3.14),
but not to compute (3.15).
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() T ={t, = >, % :n € N}. Assume that p(t)A(z(¢)) = o, where « is an integer. By
(3.15), we see that, if

lim sup sup{kC”:ﬁ,’Z*“} ds<1,

n
k=00 sk reE

where E = {1|0 < A < 7}, then the equation

n 1 n—ml
A = ~]=0 5.7
y ;k +ay ;k (5.7)

is oscillatory.
By Corollary 3.6, on time scales T = R, T = hZ = {hk|k € Z} for h > 0, and T =
> i %,k € N}, then every solution x of (5.1) oscillates or

lim x(¢) = 0.
t—00
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