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Abstract

A class of stochastic Runge—Kutta-Nystrom (SRKN) methods for the strong
approximation of second-order stochastic differential equations (SDEs) are proposed.
The conditions for strong convergence global order 1.0 are given. The symplectic
conditions for a given SRKN method to solve second-order stochastic Hamiltonian
systems with multiplicative noise are derived. Meanwhile, this paper also proves that
the stochastic symplectic Runge-Kutta—Nystrom (SSRKN) methods conserve the
quadratic invariants of underlying SDEs. Some low-stage SSRKN methods with strong
global order 1.0 are obtained by using the order and symplectic conditions. Then the
methods are applied to three numerical experiments to verify our theoretical analysis
and show the efficiency of the SSRKN methods over long-time simulation.

Keywords: Second-order stochastic differential equations; Stochastic Hamiltonian
systems; Stochastic Runge-Kutta—-Nystrém methods; Symplectic integrators

1 Introduction
Stochastic differential equations (SDEs) have been widely used in many fields such as bi-
ology, economics, physics and finance (see, e.g., [1-3]) when modeling dynamical phe-
nomenon with random perturbation. Generally, it is difficult to find explicit solutions of
SDEs analytically, so the construction of efficient numerical methods is of great signif-
icance. Many effective and reliable numerical methods have been designed for SDEs in
recent years, for example [4—14].

For some SDEs with specific properties, most general numerical methods may be inap-
propriate, especially in the case of preservation of geometric structures over long time for

the stochastic Hamiltonian systems

dp = (LD gy (HEDYT o 4B(r), 1< [0,T],
dg = (BT dt + (HLD)T 0 dB(r),  te0,T),
p(0)=po eRY,
q(0) = g0 € RY,

(1.1)
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which are given in the Stratonovich sense, where H(p, q) and H(p,q) are two sufficiently
smooth functions, B(t) is a standard one-dimensional Brownian motion defined on the
complete probability space (£2, F,P) with a filtration {F;}:c[o,r] satisfying the usual con-
ditions. The solution of (1.1) is a phase flow almost surely. A good study of its properties

can be found in [15]. Consider the differential two-form

wr=dp ANdg=dp' Ndg' +dp* Ndg? + - +dp® Adg. (1.2)
It turns out that the phase flows of (1.1) preserve the symplectic structure [16], i.e.,

dp(t) A dq(t) = dpo Ndqy, Yte[0,T]. (1.3)

Motivated by this, it is natural to search for numerical methods that inherit this property.

A numerical method with approximation (2, Q,) is symplectic provided
dpn+1 A dQn+1 = dpn N dQn (1~4')

Second-order stochastic Hamiltonian systems driven by Gaussian noises are significant
in scientific applications [17], which can describe the classical Hamiltonian systems per-
turbed by random forces. In [18], the authors construct stochastic symplectic Runge—
Kutta methods of mean-square order 2.0 for second-order stochastic Hamiltonian sys-
tems with additive noise by means of colored rooted tree theory. Much work has been
done on designing stochastic symplectic Runge—Kutta methods and stochastic symplec-
tic partitioned Runge—Kutta methods to solve stochastic Hamiltonian systems in recent
years [19, 20], which could be viewed as a stochastic generalization of the determinis-
tic Runge—Kutta methods. Considering the importance of deterministic Runge—Kutta—
Nystrom (RKN) methods in solving second-order ordinary differential equations, this pa-
per focuses on the extension of RKN methods to d-dimensional second-order SDEs with

multiplicative noise

() —f(y(t) —gy() 0 £() =0, tel0,T], L5)
$0) =y €RY,  #0) =29 € RY, )

where &(¢) is a scalar white noise process. Here f(y),g(y) : R? > R are both Borel mea-
surable. Throughout this work, we use the usual notation “o” to interpret (1.5) in the
Stratonovich sense.

The remainder of this paper is organized as follows. Section 2 discusses the order condi-
tions of stochastic Runge—Kutta—Nystrom (SRKN) methods. In Sect. 3, the SRKN meth-
ods are applied to solve second-order stochastic Hamiltonian systems with multiplica-
tive noise and symplectic conditions of the SRKN methods are discussed. Section 4 is de-
voted to discussing the conservation of quadratic invariants of the underlying SDEs under
the SRKN discretization. In Sect. 5, as an application of the main results, some low-stage
stochastic symplectic Runge—Kutta—Nystrom (SSRKN) methods with strong global order

1.0 are constructed. Finally, numerical experiments are presented in Sect. 6.
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2 The SRKN methods and their order conditions

The second-order SDE (1.5) describes the position of a particle subject to deterministic
forcing f(y) and random forcing &(¢) [21]. By introducing a new variable z(¢) = y(t), (1.5)
can be written as a pair of first-order Stratonovich type SDEs for y(¢) and z(¢), the position

and velocity variables:

dy(t) =z(H)dt, te[0,T],
dz(t) = f(y(t)) dt + g(y(t)) 0 dB(t), te€[0,T]), @2.1)
y0)=yo €R?,  2(0) =z € R%.

Given a step size /1 > 0, a stochastic partitioned Runge—Kutta method [20] is applied
to compute the approximation (Y,,,Z,) ~ (y(t,),z(t,)) of (2.1), where t, = nh, by setting
(Y0, Zo) = (%0, 20) and forming

S
inYn+h E 6_151‘21‘, i=12,...,s,
j=1

zi=Zy+h Y ayf ) +Jn Y bygly), i=12...s

j=1 j=1

s
Yn+1 = Yn + hz&izi’

i=1

Zn+1 = Zn +h Z&(f(yt) +]n Z El’g(yi)’
i=1 i=1

where J,, = B(t,,1) — B(¢,,) are independent N(0, &)-distributed Gaussian random variables.

Inserting the formula for z; into the others, we get

yi= Yot hy agZy+h* Y asauf On) +Juh Y aghuge), i=1,2,...s,

j=1 Jik=1 jik=1

Y1 =Y, +h i&lzﬂ + I i&iaaf(y,-) + Juh Z aibyg (),

i=1 ij=1 ij=1

Znr =Zo+ Y _af O +1u Y Big).

i=1 i=1

Then we obtain the following definition:
S S S
Yi= Z aij, a; = Z ik, bi = Z aixbyj,
j=1 k=1 k=1
S S S
Zc_ll' = 1, o; = Z&jﬁﬁ, ,3,' = Z&jbﬁ.
i=1 j=1 j=1
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Definition 2.1 Let y;, a;;, by, o;, B;, &; and B; be real coefficients, i,j=1,2,...,5s. ASRKN
method for solving (2.1) is given by

yi= Y, +hyZ, + h* Z“iif(yj) +J.h Z bigly), i=12,...,s, (2.2)
j=1 j=1
Yn+1 = Yn + th + h2 Z aif(yi) +]nh Z ,Big(yi)' (23)
i=1 i=1
Zun = Zu+h Y afGi) +Jn Y Bigly). (2.4)
i=1 i=1

It is convenient to display the coefficients occurring in (2.2)—(2.4) in the following form,

known as a Butcher tableau:

y | A B
| of pT (2.5)
| a7 /§T
where
ail ais bll bls
A | A ’ B by -+ by ’
as1 Ags bsl bss
v =00, ol =(,na), @l = (@, a),

IBTz(ﬂlv'--:ﬂs)¢ 5T=(511"'¢gs)~

To check the order conditions of the SRKN methods (2.2)—(2.4), one has to com-
pare the expansion of the one-step solutions generated by the SRKN methods with the
Stratonovich—Taylor expansion of the exact solution to Eq. (2.1). For simplicity of nota-
tions, we focus on d = 1 and the extension to multi-dimensional case (d > 1) is a similar
work.

By Taylor expansion, one shows

i) =f (V) +f (Ya) [hy,zn 12> agf ) +Tah Y bijg(yj)} oo

j=1 j=1

S

=)+ hyf (V) Zy + 1Y ayf (V) (V)

j=1

+Tuh Y bif (V)g(Y) + - (2.6)

=1

and

S

g0 =g(Yn) +g'(Yy) [hmzn + 12" ayf ) + Juh Zb,,»g(y,)] oo

j=1 j=1

Page 4 of 18
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= g(Y,) + hyig (V) Zu + 1Y ayg (Y, )f (V)

j=1

+Tah Y byg (YV)g(Yy) + - (2.7)

-1

Substituting (2.6) and (2.7) into (2.3) and (2.4) yields
S s
Yy =Y, + hZ, + W Z af ) +J.h Z Big(y:)
i=1 i=1

S

=Yt hZy + 1Y af (V) + Tuh Y ig(Vy) + -+

i=1 i=1

=Y, +hZ,+R; (2.8)

and
Zyn=Zy+h Z&zf(yi) +Ju Z Big(:)
i-1 i=1

=Zy+ Y &f (V) +Tu Y B +Tuh Y Bivig (V) Zu + -+

i=1 i=1 i=1
=Zn+hz&if(yn)+]n ZBig(Yn)"'RZ: (29)
i=1 i=1

where R; and R, is the remainder terms to (2.8) and (2.9), respectively, and |ER;| = O(k?),
E|R;|? = O(h3), |ERy| = O(h?), E|R,|? = O(K®).
Assuming (y(¢,),z(t,)) = (Y4, Z,) and using the Stratonovich—Taylor expansion, we de-

rive
Y(tne1) = Yo + hZ, + R, (2.10)

where

tnsl S thsl s
R3 :f(Yn)/ / d‘L’dS+g(Yn)/ / odB(‘[)ds+...
tn tn tn tn

with |ER3| = O(k?) and E|R3|? = O(h3).
Similar to the proof of (2.10), we conclude that

Z(tn+1) =Z,+ hf(Yn) +]ng(Yn) + Ry (2-11)
with |ERy| = O(h?) and E|R,|? = O(h3).

As an application of Theorem 1.1 in [22], together with (2.8), (2.9), (2.10) and (2.11), we
can easily establish the following theorem.

Page 5 of 18
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Theorem 2.2 Assume that the necessary coefficients of Stratonovich—Taylor expansion of

(2.1) are globally Lipschitz and satisfy the linear growth condition, and

i&i =1, XS:& =1. (2.12)
i=1 i=1

Then the SRKN methods (2.2)—(2.4) converge to the true solution of (2.1) with the strong
global order 1.0.

3 Symplectic conditions of the SRKN methods

In this section, we assume that there exist two sufficiently smooth real-valued functions
V(y) and H(y) such that 8V (y)/dy = f(y) and 8I~{(y)/8y = —g(y). Then (2.1) is a stochas-
tic Hamiltonian system determined by two sufficiently smooth real-valued functions
H(y,z) = 2Vz/2 - V(y) and ﬁ(y) over the phase space R4, Here, Y0, 20, ¥» 2, (0H (y, z)/ay)T,
(0H(y,2)/82)7, (8H(y)/3y)T are d-dimensional column vectors with components ¥, z,
¥, 2, dH(y,2)/0y', 0H(y,2)/07', 0H(y)/3y', i = 1,2,...,d. Let T = +00. It is shown that the
phase flows of (2.1) possess the property of preserving symplectic structure, i.e.,

dy(t) A dz(t) = dyy Ndzg, Vt=>0.

So it is natural to require that the SRKN method (2.2)-(2.4) inherits this property
adY,andZ,1=dY, NdZ,, Vn>O0.

Now we discuss the symplectic property of the SRKN method (2.2)—(2.4).

Theorem 3.1 Assume that the coefficients y;, a;, by, a;, Bi, &; and ﬁi of (2.2)—(2.4) satisfy
the conditions
ai=a;(1-y), i=12,...,s,
Bi=Bil-v) i=12...5
ai(aj —ay) = ajla; —ay), ij=1,2,...,s, (3.1)
,3,-(05, —aj)=aj(Bi—bp), i,j=1,2,...,s,
BB —by) = Bi(Bi—bjr), ij=1,2,...,s.

Then the SRKN method (2.2)—(2.4) is symplectic when applied to solve stochastic Hamilto-
nian systems (2.1) with H(y,z) and ITI()/)

Proof Introduce the temporary notations f; = f(y;), g = g(y;). Differentiating (2.3) and
(2.4), we obtain

dY,y =dY, + hdZ, + WY a;dfi +J,h Y Bidg,

i=1 i=1

S S (3.2)
AZur =dZ, + 1Y Gidfi+], Y fidg.

i=1 i=1
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Then, by a straightforward computation, we have
dy, n+l A dZn+1

=dY, AdZ,+hY_adY, ndfi+], Y PidY, Adg

i=1 i=1

S N
+ 1Y &dZ, Adfi+ Juh Y BidZ, A dg;

i=1 i=1

+ 1 oydfi NdZy + 1Y cudydf; A df,

i=1 ij=1

+Juh® Y " cifdfy Adgi+Juh Y Bidgi AdZ,

ij=1 i=1
+ Tk Biddgi Adf+ TPy Bifdgi A dg;. (3.3)
ij=1 ij=1

Fori=1,2,...,s, differentiating (2.2), we know

dY, =dy; - hy;dZ, - 1* Y agdf,—J,h Y _ bydg;. (3.4)

Jj=1 Jj=1

Note that foranyi=1,2,...,s

N
dY, Adf; = dy; A dfs —hy;dZy, Adfy — 12 agdf; A df,

j=1
S
—Juht Y bydg; A dfy,
=1
! S (3.5)
dY, A dg; = dy; N dgi — hy,dZ, Ndgi - agdfy A dgi
j=1
—]nh Z bij dg] AN dg,
j=1

Substituting (3.5) into (3.3) yields

dYn+1 N dZn+1

=dY, AdZ, +hZ&,»<dy,« Ndfi - hy;dZ, A dfi -1 agdf; A df;

i=1 j=1

~Juh Y bydg; A dﬁ) +In Y P (dyi Adg; — hy,dZ, A dgi

j=1 i=1

~1*Y aydfy ndgi—Juh Y bydg; /\dgi) + 1Y &dZ, Adf;

j=1 j=1 i=1

Page 7 of 18
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+Tuh Y BidZy Ndgi+ 1Y aidfi NdZy + WY aiddfi Adf

i=1 i=1 ij=1

+Juh® Y cifdf, Adgi+Juh Y Bidgi AdZy+ Ty Biddg A df

ij=1 i=1 ij=1

+Jih Y Bifdg: A dg

ij=1

=dY, AdZ,+h)_ady; Adfi+], Y Bidy; Adg;
i=1 i=1

S S
+ 1 Z(&i —&;yi — ;) dZ, A dfi + ], Z(/éi — Bivi— Bi)dZ, A dg

i=1 i=1

+ ]nh2 Z(&](ﬁz - b/’i) - ﬁi(aj — ﬂij)) dgl A df]
ij=1
+ Z (o — ag) — ai(oy — aij)) df; A df;

i<j

+ ﬂhZ Bi(B — Bi(B; - by)) dg; A dg;. (3.6)

i<j

By virtue of the sufficiently smooth property of H(y,z), we have

fl"_ f;k:()’ gl' g{k:()’ kj:12,.“,d~
ay. 9y ;O

It is easy to check that

dy; A df; = ZdykAdf" de Z J;dy

_Zaflkdk dy, = Zafl dy¥ A dy, + Zflkdylmi;/

k]lay; k<j yl k>j )/;
YU Y A dy,— ’dJ/Ad,
Z ] Z o,
—Z ‘dyk dy, - Zaf’ dy* A dy,
k<j )/z j>k i
afk  af.
dy* A d 3.7
g(W ayf) =0 7

Similar to the proof of (3.7), we can deduce that

dyi A dgl =0. (3.8)
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Inserting (3.1), (3.7) and (3.8) into (3.6), we see that
dYnJrl VAN dZnJrl = dYn VAN dZn.
The proof is completed. g

In Sect. 5, we will give some concrete SRKN methods satisfying condition (3.1) for s =
1,2.

Remark 3.2 1If the coefficients of (2.2)—(2.4) satisfy
bij:ﬁi:,gi:o! i,j:1,2,...,S,

then the SRKN methods reduce to a deterministic RKN method, and the symplectic con-
ditions (3.1) reduce to the symplectic conditions for deterministic RKN methods [23],

a; =a;(1-y), ailay —ay) = ajlo; —ap), Lj=1,2,...,s.

4 The preservation of the quadratic invariants

Quadratic invariants often appear in applications, for example, the conservation law of
angular momentum in N-body systems. It is natural to search for numerical methods that
preserve quadratic invariants. Many numerical experiments show that such numerical
methods not only produce an improved qualitative behavior, but also allow for a more
accurate long-time numerical simulation in comparison with general-purpose ones. Let

T = +oo0.
Theorem 4.1 Let D be a d x d skew-symmetric matrix such that
T T
v Df(y) =y Dgy) =0

holds for any y € R?. Then system (2.1) possess a quadratic invariant Q(y,z) = y' Dz, i.e.,
QU(2), z(2)) = Qyo, z0)-

Proof By applying the Stratonovich chain rule we have

A _ yrwypie) + (p=(0) 510
=y" (OD(f (y(®)) + (y(®)) 0 B()) + 2() ' D" 2(1)
=y (ODf (()) + ¥ (©)Dg((2)) 0 B(t) - 2(£) Dz ()
=0.
The proof is complete. d

Theorem 4.2 Let (Y,,Z,)(n =1,2,...) be the numerical solutions to (2.1) produced by the
SRKN method (2.2)—(2.4). Assume that the conditions of Theorem 4.1 are satisfied. If the
symplectic conditions (3.1) hold, then the SRKN methods preserve the quadratic invariant
QW 2) of (2.1), e, Q(Yur1,Zps1) = QY Zy).
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Proof By straightforward calculation, we obtain

Y \DZ,.1

n+l

S S T S
= |:Yn +hZ, + h? Zaf(yi) +]nhZ,Big(yi):| D|:Zn + hZ&J(Yi)

i=1 i=1 i=1

+Jn Z Eig(yi)}

i=1

= YDZ, +hy &Y, Df5) +], Yy BiY, Devi) + hZ, DZ,
i=1 i=1
S

+ 1Y &z Df i) + I Y BiZy Dg(yi) + i Y etif ()" DZ,

i=1 i=1 i=1

+ 1 " eudf () D () + Tk Y " ciif () "Dg ()

ij=1 bj=1

+Tuh Y Bigi) ' DZy + T Y Bidig(y:) Df ()

i=1 ij=1
+Iihy_ BiBg(y) Dg(y)).
ij=1

Inserting (2.2) into the above equation yields

Y DZ,

n+l

=Y, DZ,+hY ay Df () -1 &iZ, Df ;)

i=1 i=1

— 1> " dayf ()" Df (i) — Juh® Y @ibiig ()" Df (7:)

ij=1 bj=1

+Ju Y Byl D) ~Juh Y BiviZy Dg ()
i=1 i=1

—Jua* Y Biayf 0))" Dg(yi) — Jih Y Bibiig) " Dg(yi) + hZy DZ,,

ij=1 bj=1

+ 1Y &z Df i) + I Y BiZy Dgyi) + i Y etif () DZy

i=1 i=1 i=1

+ 1 Z a:@f ()" Df () + ], Z aiBif )" Dg(y))

ij=1 bj=1

+Juh Y Big) DZy + Y " Bidig(y:) ' Df ()

i=1 ij=1

+1ihy_ BiBg(y) Dg(y)).

ij=1

Page 10 of 18
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By the symplectic conditions (3.1),

YL DZ,.

n+l

= YIDZ, + hZ'DZ, +h'Y GyIDf i) +]u Y Biyi De()
i=1 i=1
S
+ B Y (@ — iy — ) Zy Df ()
i=1

+ 1 Z[&/(ai - (lﬂ) = &i(aj - ﬂzi)],f(yi)TDf(yj)

i<j

+Juh Y (Bi = Brvi - B)Zy Dg ()

i=1

+ i Z[&j(ﬂi —-bj) - Bi(aj - ﬂij)]g@i)TDf@j)

ij=1
+ih ) [Bi(Bi = bi) = BilB; - by)e) " De ()
i<j

=YDz,
is derived, which completes the proof. 0

5 Some low-stage SSRKN methods
As an application of our main results, both the order conditions (2.12) and symplectic

conditions (3.1) are used to construct low-stage SSRKN methods in this section.

5.1 One-stage SSRKN methods
Consider one-stage SRKN methods

4! | an b
KR (5.1)
| o B

substituting the coefficients of (5.1) into (2.12) and (3.1), a family of one-stage SSRKN
methods with strong global order 1.0 is given by

V1 | a1 a1

| 1_)/1 1—1/1’
|1 1

Page 11 0f 18
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where a;; and y, are free parameters. If we choose a1; = 0.5 and y; = 0.5, then the above
SSRKN method reduces to
0.5 | 05 05
| 05 o05. (5.2)
11

5.2 Two-stage explicit SSRKN methods
For solving (2.1), a class of two-stage explicit SRKN methods is given by

wlo o o o
V2 ay 0 by O

|0l1 a fi B
| @ & A A

According to the order conditions (2.12) and Theorem 3.1, a family of two-stage explicit
SSRKN methods with strong global order 1.0 is given by

N 0 0 0 0
v | alya-v1) 0 Bilya—n) 0
| @l-n) (Q-a)d-1) Al-n) Q-F)A-p) (5.4)
| g 1-a B 1-4

where y1, y», &1 and ,31 are free parameters. If we choose y; = 1/4, y, = 3/4, &; = 1/2 and
B1 = 1/2, then method (5.4) reduces to

1/4 0 0 0 0
3/4 1/4 0 1/4 0

| 3/8 18 3/8 1/8
| 12 12 12 122

(5.5)

6 Numerical experiments

In this section, the superiority of our symplectic integrators is illustrated by some nu-
merical examples. To compare our symplectic integrators with non-symplectic ones, two
non-symplectic SRKN methods with strong global order 1.0 are given by

0.5 | 0 05
| 0 05 (6.1)
|11

and

1/2 0 0 0 0
1/2 1/2 0 1/2 0

|12 12 172 172
| 14 34 12 172

(6.2)
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Table 1 The endpoint sample average errors with different methods for solving (6.3)

h 26 27 24 273 272

Euler-Maruyama method 0.006045 0012637 0.026067 0055347 0.114554
Method (6.1) 0.005849 0011716 0.023938 0.050019 0.100891
Method (5.2) 0.002994 0.005797 0012258 0025294 0.050416
Method (5.5) 0.002999 0.005796 0012323 0.024972 0.049639

6.1 Linear stochastic oscillator with additive noise

Here we perform computations for linear stochastic oscillator with additive noise [19],
which is defined by H(y,z) = (y* + z%)/2 and H(y,z) = oy, where o is the noise intensity.
We also have the following form:

dy(t) =z(t)dt, te][0,T],
dz(t) = —y(t)dt — o dB(t), te[0,T], (6.3)
¥(0) =y €R, 2(0)=zg e R

Since (6.3) is a SDE with additive noise, its Itd6 and Stratonovich form are identical. We
consider it as a SDE of Stratonovich type. In addition, (6.3) possesses linear growth second

moment, i.e.,
E(y*(t) + 2(t)) = yg + 75 + 0t

Firstly, the convergence of the numerical methods we proposed will be tested. We sim-
ulate them at terminal time T = 1, with 0 = 1, 2o = 0, yo = 1 in system (6.3). 1000 different
discretized Brownian paths over [0,1] will be computed with step size 2%, For each path,
Euler—Maruyama method, method (6.1), method (5.2), method (5.5) are applied with five
different step sizes: 1 = 272,273,27%,275,276, To simulate the exact solution of (6.3), we just
use the Euler—Maruyama method with / = 271* as the reference solution. We present the

sample average errors, ie.,

S0 /1 ¥a(r) — Y(T, i) + 1 Zn (i) — 2(T, ;) 2
1000

at the terminal time 7 =1 in Table 1. Figure 1 shows the results of Table 1 in a log—log
plot.

Then we want to check their ability of preserving the linear growth property of the sec-
ond moment by numerical tests. The second moment E(Y?? + Z2) of the numerical solution
is approximated by taking sample average of 1000 sample trajectories, i.e.,

S0 V(@) + 1 Zn(@) )
1000 '

Figure 2 shows the linear growth property of second moment of the numerical solutions
produced by the Euler—Maruyama method, method (6.1), method (5.2) and method (5.5)
with fixed step size 1= 0.1, 0 =1 and T = 500, respectively, and the slope of the reference
line is 1.

From the point of view of geometry, the symplecticity of the system (6.3) is equivalent
to the preservation of the area of the triangle in the phase space along the flow of (6.3),
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Figure 1 The convergence rates of Euler-Maruyama method, method (6.1), method (5.2) and method (5.5)
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(a) Euler-Maruyama method.
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Figure 2 Linear growth property of second moment for Eq.

Sample average of Y:+22

Sample average of Y2+22

Sample average|
1800 —#— Reference line

(b) Method (6.1).

Sample average
450] —*+— Reference line

400
350
300
250
200
150

100

100 200 300 400
t

(d) Method (5.5).

which means S, = Sy, where S,, denotes the area of the triangle at time ¢,, namely, value
S4/So should remain at 1 along the exact flow of (6.3). Let o = 1 and points for the initial
triangle be (0,0), (1,0), (1, 1), the Euler—Maruyama method, method (6.1), method (5.2),
method (5.5) are applied to solve (6.3) with # = 0.1 and T = 100. The evolution of the
quantity S,/Sp along the numerical solutions is illustrated in Fig. 3. The changes of the
triangles along the numerical solutions are displayed in Fig. 4. From Fig. 3 and Fig. 4, it

is easy to see that method (5.2) and method (5.5) can preserve the symplecticity of (6.3)

exactly, while the Euler—Maruyama method and method (6.1) cannot.

Page 14 0of 18
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(a) Euler-Maruyama method. (b) Method (6.1).
- 08 o 0.8
o 20 40 . 60 80 100 o 20 40 . 60 80 100
(c) Method (5.2). (d) Method (5.5).
Figure 3 Evolution of the quantity S,/Sg along the numerical solutions produced by Euler-Maruyama
method, method (6.1), method (5.2) and method (5.5) for Eq. (6.3)

400 60
-200 2
-600 -60
-600 -400 -200 : 200 400 600 -80 80
(a) Euler-Maruyama method.
10 10
N0 Z\ v N 0
-15 10 5 5 5 10 15 -15 10 5 3 5 10 15
(¢) Method (5.2). (d) Method (5.5).
Figure 4 Evolution of the numerical triangles arising from Euler—-Maruyama method, method (6.1), method
(5.2) and method (5.5) for Eq. (6.3)




Ma et al. Advances in Difference Equations (2019) 2019:192 Page 16 of 18

0 o
-50

-100

of -150 o
-200
-250

-300

o 50 100 150 200 o 50 100 150 200
t t

(a) Euler-Maruyama method. (b) Method (6.1).
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Figure 5 Simulation of a sample trajectory of Eq. (6.4)

6.2 Synchrotron oscillations of particles in storage rings
The second-order stochastic Hamiltonian system defined by H(p, q) = —cos(q) + p?/2 and

H (p,q) = o sin(g), where o is the noise intensity, can be written in the following form [20]:

dq(t) =pt)dt, te€l0,T],
dp(t) = —sin(q(¢)) dt — o cos(q(t)) o dB(t), te€l[0,T], (6.4)
p(0)=poeR,  q0)=goeR.

System (6.4) is used to simulate synchrotron oscillations of a particle in a storage ring. We
consider it as a SDE of Stratonovich type. The phase flow of (6.4) preserves the symplectic
structure (1.3). Choose the coefficients of Eq. (6.4) as 0 =0.2, pg =1, go = 1 and T = 200.
Figure 5 exhibits numerical solutions of a sample phase trajectory of (6.4) simulated by the
Euler—Maruyama method, method (6.1), method (5.2) and method (5.5) with fixed step
size i = 0.02, respectively.

The plots show the SSRKN methods (5.2) and (5.5) can keep the vibration of the original

stochastic system, but other two non-symplectic methods do not have this property.

6.3 Stochastic Kepler problem
In order to test the SSRKN methods of preserving the quadratic invariants of original

SDEs, we consider stochastic Kepler problem defined by

1

1 1 ~
H(q1,q2yp1,192) = E(pf +p§) T T H(OIhLIz,Pth) R
vai+4 Va1 t49;

1 2
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Figure 6 The preservation of the quadratic invariant L of (6.5) with a sample trajectory

which can be written in the following form:

dg(t) =p1(H)dt, tel0,T],

dgs(t) = po(t)dt, te[0,T],

dp1(0) = -w;aﬁ?éft»w - o (%tiﬂ 7 © dB(t), t€[0,T], 65)
dps(t) = _(q%(t)zzq%zt))z/z dt - @0+ (;zt))g/z o dB(t), te[0,T], '

q2(0) = g0 € R,
p2(0) =pyo €R.

71(0) =qi0 € R,
p1(0) =pip € R,

According to Theorem 4.1, (6.5) possesses a quadratic invariant

L(q1,92,p1,p2) = P2q1 — G2p1-

Due to Theorem 4.2, the quadratic invariant will be conserved by the SSRKN methods.
So, we use two-stage explicit symplectic method (5.5) and non-symplectic method (6.2)
to check the ability of preserving quadratic invariant. As an initial condition we choose

l+e

P2 = 1_¢

quo=1-¢ q20 =0, P10 =0,
where we set e = 0.6. Consequently, Lo = L(q10, §20, P10, P20) = 0.8. Fix the step size & = 0.05.
Figure 6 shows that numerical solution created by method (5.5) preserve the quadratic in-
variant L of (6.5) exactly, while the non-symplectic method (6.2) does not have this prop-
erty.

All of these numerical experiments demonstrate the superior behavior of our SSRKN

methods in long-time simulations compared to some non-symplectic numerical methods.

7 Conclusions

This paper presents the extension of deterministic RKN methods [23] to the stochastic
counterpart. For general autonomous d-dimensional second-order SDEs in the
Stratonovich sense, a class of SRKN methods is proposed. The order conditions of strong
global order 1.0 are obtained. The symplectic conditions of the SRKN methods for solv-

ing second-order stochastic Hamiltonian systems with multiplicative noise are given. It
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is proved that the SSRKN methods can preserve the quadratic invariants of underlying
stochastic systems. A class of one-stage SSRKN methods and two-stage explicit SSRKN
methods with strong global order 1.0 are constructed based on our main results. Numer-
ical experiments are given to verify the results of our theoretical analysis and show that
the methods are valid in a long-time numerical simulation of SDEs.
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