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In this paper, we study the following nonlinear Klein-Gordon—-Maxwell system:

~Au+VX)u-Qw+@)pu=Ffx,u)+ Lh()|ul%%u, xeR3,
A¢ = (w+ P, x € R3,

where w and A are positive constants, V is a continuous function with negative

infimum, g€ (1,2),h e Lﬁ(ﬂ@) is a positive potential function. Under the classic
Ambrosetti-Rabinowitz condition, nontrivial solutions are obtained via the symmetric
mountain pass theorem and the mountain pass theorem. In our paper, the
nonlinearity F can also change sign and does not need to satisfy any 4-superlinear
condition. We extend and improve some existing results to some extent.
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1 Introduction and main results

A Klein—Gordon—Maxwell system arises in a very interesting physical context: a model
describing the nonlinear Klein—Gordon field interacting with the electromagnetic field
(for more details, see [1, 2]). It has been widely studied on different aspects. Variational
methods were firstly used by Benci and Fortunato to consider the following system:

—Au+ [m— (0 +¢)u=ulP?u, xeR3 (KGM)
—AQ + P = —wu?, xeR3,
where 4 < p < 6, mp and w are real constants. Infinitely many solitary waves solutions were
got for the above system when |m| > |w|, p € (4,6) in [2]. Forp > 6 and my > w or p <2,
no-existence result of (KGM) was proved by D’Aprile and Mugnai in [3]. Furthermore, in
[4] infinitely many finite energy radial solutions were got if one of the following conditions
holds:
(i) mp>w>0andp € (4,6);
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(ii) mo\/g >w>0andp € (2,4).
For p € (2,4), the existence range of (1, w) was extended and a limit case my = w was also
dealt with by Azzollini, Pisani, and Pomponio in [5]. Mugnai in [6] studied the existence of
radially symmetric solitary waves for a system of a nonlinear Klein—Gordon equation cou-
pled with Maxwell’s equation in the presence of a positive mass. Ground state solutions,
semiclassical state solutions, nonradial solutions have been studied in [7-10]. The criti-
cal exponent case have also been considered in [11-14]. In[15], via the Ekeland variational
principle and the mountain pass theorem, two nontrivial solutions for a nonhomogeneous
Klein—Gordon—Maxwell system were got by Chen and Tang. In [16], Jeong and Seok es-
tablished an abstract critical point theorem about a functional of the mountain-pass type
with a small perturbation for the nonlocal term and studied a type of Klein—Gordon—
Maxwell system with a very general nonlinear term. A Klein—-Gordon—Maxwell system
with non-constant potential was firstly considered by He in[17]. Infinitely many solutions
for a type of Klein—Gordon—Maxwell system with a coercive potential were got via a vari-
ant fountain theorem and the symmetric mountain pass theorem in [17]. The results in
[17] were improved and complemented by Li and Tang in [18]. In [19], Under a variant 4-
superlinear condition, infinitely many solutions for a nonlinear Klein—-Gordon—Maxwell
system with sign-changing potential were got by Ding and Li via the symmetric mountain
pass theorem.

Inspired by [4, 17—19], in this paper, we deal with the following Klein—Gordon—Maxwell
system via the variational methods:

—Au+ V(X)u - Qw + ¢)pu = f(x,u) + Mh(x)|u|Tu, x<cR3,

(Px)
A¢ = (v + ¢)u?, x € R3,

where w > 0, the functions V, f and /4 satisfy the following assumptions.
(V) V e C(R3,R) with inf, g3 V(x) > —oo and there exists a constant r > 0 such that

lim meas{x eR:|lx—y|<rV(x) < M} =0, foreveryM >0;

[yl—=o00

(F1) f € C(R® x R,R) and there exist constants ¢, € (0,00) and p € (2,6) such that
V(x, t)| < co(|t| + |t|p’1), for (x,¢) € R® x R;
(F,) there exist constants u € (2,00) and R € (0, 00) such that

flx,t)t > uF(x,t) >0, for (x,t) e R*xR with [t{>R, and isnf F(x,u) >0,
x€R?,|u|=R

where F(x, t) := f(ff(x,s) ds;
(F3) f(x, —tg = —f(x,t), for (x,t) e R® x R;
(H) heL™(R3), for some q € (1,2) and k(x) > 0 for a.e. x € R3,
First of all, we establish the variational framework for (P;). As usual, let C3°(R?) denote
the collection of smooth functions with compact support and D'(R3) be the completion
of C5°(R?) under the norm

1

2

lullpr2 = (/ |Vu|2dx> .
R3
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Under the condition of (V), we can set Vi(x) = V(x) + Vy, where Vj € (1 + | inf g3 V|, 00)
is fixed. Define

E:= {ueDl'z(R3)‘/ Vl(x)uzdx<oo},
R3

which is a Hilbert space equipped with the norm

1

llull = (/RS(|VM|2 + Vi(x)u?) dx) "

L”(]RS) = {u :R® > R‘u is Lebesgue measurable,/ |ul? dx < oo}
R3

is the usual Lebesgue space equipped with the norm

%
|, = (/ |u|1"dx> .
R3

The main results of our paper read as follows.

Theorem 1.1 Let (V), (F1)—(Fs) and (H) hold, then there exists A, > 0 such that the system
(P,) has a sequence of weak solutions {(u,, ¢,)} C E x DV*(R®) satisfying

1
5‘/]1;3(|Vu|i+ V(x)uf,) dx—g/]R3 ¢,4nuf,dx
A
—f F(x,u,)d ——/ h(x)|u,|?dx — +o0,
R3 q Jr3

as n— oo, for every A € (0, Ay).

If the nonlinearity f also satisfies
(Fy)

fim £ &9

(=0 ¢

=-V,, uniformly for x € R,

we get the following result.

Theorem 1.2 Let (V), (Fy), (F>), (Fa) and (H) hold, then there exists \* > 0 such that the
system (P;) has at least one nontrivial weak solution for every X € (0, 1*).

Remark 1.1 In our assumptions, the nonlinearity f just needs to satisfy a classic su-
perquadratic condition at infinity. The 4-superlinear assumption is not necessary. The
potential V is sign-changing and F can also change sign. Thus, we extend and improve
some existing results to some extent, for example, some results in [17, 19].

Remark 1.2 Since —oo < inf,gs V(x) < 0, it is a natural idea to add Cu with C >
|inf,cgs V(x)| at both sides of the first equation in the system (P;). However, the non-
linearity f(x, #) + Cu does not satisfy the assumption (F;), which brings some difficulty to
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prove the bounded nature of (PS) sequences. Based on the compact embedding theorem
(Lemma 2.1) and the properties of ¢, (Lemma 2.2), we prove this important property of
the functional / in Lemma 3.2. Compared with the second result in [20], our assumption

on V is weaker.

Throughout the paper, we denote by C various positive constants, whose value may be
different from line to line and is not essential to the problem.
The paper is organized as follows. In Sect. 2, we give some preliminary results. In Sect. 3,

we prove our main results.
2 Preliminary
In this section, we give some preliminary results which will be used to prove our main
results.
Assumption (V) is similar to the condition introduced by Bartsch, Wang, and Willem in

[21] to guarantee the compactness of embedding of the work spaces. Since V; has positive
infimum, it is easy to get the following.

Lemma 2.1 Let (V) be satisfied, the space E is continuously embedded into LP(R3) for any
p € [2,6] and compactly embedded into LP(R3) for any p € [2,6).

Since 2 < % <3 <6, for any fixed u € E, the linear operator T, : D'?(R?) — R defined by
T,(v):= f w?vdx
R3

is continuous in D?(R?). By the Lax—Milgram theorem, there exists ¢, € D*(R?) such
that

/ (V¢MVV + u2¢uv) dx = / w*vdx, forve DY (R3).
R3 R3

Therefore, problem (P;) can be transformed into a nonlinear Schrédinger equation with

a nonlocal term

—Au+ V(@©)u— 2w+ ¢)uu = f(x, u) + Mh(x)|u|T>u, xeR3, (Pj\)
The functional associated to (P)) is

I(u) = l/ (V? + V(x)u®) dx - 9/ b1 dx—/ F(x,u)dx — &/‘ h(x)|ul? dx.

2 Jr3 2 Jgs R3 q Jr3

From (F;) and Lemma 2.1, it is easy to claim that I € C*(E,R) and

(I'w),v)= /R3 (VuVv+ V(x)uv) dx - /11;3 Qw + ¢, uvdx

- /R3 (f (1) + Ah(x) |l ua) v dx,

for v € E. Moreover, the function ¢, has the following properties.
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Lemma 2.2 (see [2, 4])
(i) —w < ¢, <0 on the set {x|u(x) #0};
(ii) there exist positive constants C, C' such that

Ipullpre < Cllull®  and /3 |pulu® dx < C'llu|*.
R

Definition 2.1 Let X be a Banach space, we say that the functional I € C}(X, R) satisfies
Palais—Smale condition at the level ¢ € R ((PS), in short) if any sequence {u,} C X satis-
fying I(u,) — ¢, I'(u,) — 0 as n — 00, has a convergent subsequence. [ satisfies the (PS)
condition if [ satisfies (PS), condition at any ¢ € R.

Lemma 2.3 (Mountain pass theorem, [22]) Let X be a Banach space, I € C*(X,R),ec X

and r > 0 be such that ||e|| > r and
b:= Hilﬁf I(u) > 1(0) > I(e).
uj|=r
If I satisfies the (PS), condition with

c:= }}Ielﬁtren[(a)l,)lc]l(y(t)), where I .= {y € C([O, 1],X)|y(0) =0,y(1) = e},

then c is a critical value of I.

Lemma 2.4 ([23]) Let E be an infinite dimensional Banach space, and let I € C'(E,R)
be even, satisfy the (PS) condition and 1(0) = 0. Assume that E =Y & Z, where Y is finite
dimensional. Suppose that the following hold.
(Iy) There are constants p,a > 0 such that infyp 71 > a.
(I) For each finite dimensional subspace E C E, there is an R(E) such that I(u) <0, for
uek\ Br)-
Then I possesses an unbounded sequence of critical values.

3 Proof of main results
In this section, we prove our main results. Firstly, it is easy to check that F satisfies the

following properties.

Lemma 3.1 Let (F;) and (F,) be satisfied, then

(i) there exist constants c1, ¢y € (0,00) such that

|F(x,t)| = a1t = calt]®,  for (x,8) e R x R (3.1)
(ii) for any fixed r € (0, +00), there exists a positive constant c(r) such that

%f(x, tt—F(x,t)| <c()|t)?,  for (x,t) e R® x [-r,7]. (3.2)

Lemma 3.2 Assume that (V), (F1), (F2) and (H) hold, then the functional I satisfies the
(PS) condition.
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Proof Let {u,} be a (PS) sequence of [, that is, for some M > 0,
’I(u,,)| <M, I'(u,)—0, asm— oo inE.
On the one hand, from (i) of Lemma 2.2, (F;) and (3.2), since u > 2, for n large enough

M+ 1+ ||u,

> T1tn) = {1 10), )
m

1 1 1 1 2 1
>z = uwd?>-(=-= /vouidm Z_C /w(punuﬁdx
2 2w/ Jrs w2/ Jrs

1 _
+/ (—f(x,u,,)u,,—l—"(x,u,,))dx+q MA/ h(x)|u,|?dx
R3 \ M qu R3

1 1 1 1 2 1
> (___)”un”2_<___>/ Vou,, dax + (———)/ Wy, u, dx
2 2w/ Jes w2/ S0

1 _
+/ (—f(x,un)un—F(x,un)) dr+ 1 ”)\/ B() 1| dx
{lun|=ro} qu R3

W
w* / u? dx
R3

1 1 1 1 2 1
S P fvouidx————
2 un 2 w/) Jr3 no 2

- / c(ro)ul dx — CAlh| 2 |lu,]|?
RS

2
2-q
1 1 9 2 7
=27 % lunll” —c3 » Mndx—CK|h|ﬁ||unll , (3.3)
where c¢3 = (% - [ll. Vo + ;% - %|a)2 + ¢(rp). If {u,,} is not bounded in E, there exists a sub-

sequence still denoted by {u,} such that ||u,| — oo, as n — co. Set w,, = HZ_ZII’ then there
exists w € E such that

w,—w iInkE,
w, —w inI?(R%),p € [2,6),

wu(x) > wx), ae.xeR3.

Divide | u,]|? on both sides of (3.3), we have

M+1 1 1 1 9 1
— >|=-=-—)-c3 Wy dx—CA|h|l72_,
lunll®  Nunll 2w R3 24 [un||*1
then
1/1 1
f wzdxz—<———)>0. (3.4)
R3 C3 2 22

On the other hand, since

1 A
/ F(x,u,)dx = —/ (Vufl+V(x)uf,)dx—g/ qbunuf,dx——/ h(x) |u,|? dx—1(u,,),
R3 2 R3 2 R3 q Jr3

Page 6 of 11
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by (3.1), we can get

Jrs Fxun) dx ¢ [ ul: dx

0561/ [wpl" dx <
R3

llae 1 lla [1#
2 2 2
- 1 W [ Uk dx M) Jps utdx
T 2|up |1 #2 2o, || Nl 1 ll2e 1

— 0,n— o0,

then w = 0, which is a contradiction with (3.4).
The rest of the proofis standard. In fact, since {u,} is bounded in E, we can assume that,
up to a subsequence,

U, —u ink,
U, — u in L”(Rg),p €(2,6),

u,(x) > u(x), a.e.xeR3

Then
2
llzen — ull

= <I’(u,,),u,, - u) - <I’(u), Uy — u) + / Volu, — u)? dx

R3

+ Zw/ (D, thn — Putt) (1, — u) dx + / (qﬁin U, — ¢,fu)(u,, —u)dx

R3 R3
+ / (F o) — f oy 1)) 1 — 1)
R3
+ A/ h(x)(|u,,|q’2u,, - |u|q’2u)(u,, —u)dx. (3.5)
R3

It follows from I'(#,) — 0 and u,, — u in E that the first three parts on the right side of (3.5)
converge to zero as n — 00. By the Holder inequality, (ii) of Lemma 2.2 and Lemma 2.1,

V}Rs (Gu, Un — Put)(u, — u) dx

_ ‘ / G (s — 1)l + / (b, — du)utlttn — ) dx
R3 R3

2
=< |¢un|6|un - ul% + |¢un _¢u|6|u|L52 ety — u|%

2
< I =l + el 0y = ul )

-0, n— oo. (3.6)
Since the sequence {gbﬁn u,} is bounded in L3 (R3), by the Hélder inequality,

RC
R3

2 2
= |¢unun _¢MM’%|Mn —ul3
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= (|¢’§n”n|g + |¢’§u|g)|un —uls

—-0, n— o0. (3.7)

Then (3.6) and (3.7) imply that the fourth and fifth part on the right side of (3.5) also
converge to zero as #n — 00. By the Holder inequality, (F;) and Lemma 2.1,

/R3 (F (e, 1) — f (%, 0)) (1t — 1)
5/ ([f Ges )| + |f (e, )| ) |14y — 1| e
R3

-1 -1
<f300(lun|p ot + |l + u) |y — ] dx
R

= CO((lunlﬁj_1 + |u|§_l)|un —ulp + (|un|2 + |u|2)|u,, - u|2)

—0, n— o0,

thus the sixth part on the right side of (3.5) converges to zero as n — o0o. Similarly, by the
Hoélder inequality, the last part also converges to zero as # — oo. Then |u, — u|> — 0,
n — oo. Therefore, I satisfies (PS) condition. O

Let {e;}%%, be an orthonormal basis of E, define X; = Re;, Y = @l (Xiand Z = @51 Xi
keN.

Lemma 3.3 Assume that (V) and (F;) hold, there exist constants ky € N and M\, > 0 such
that IlaBﬂkM NZyy = ko, » for every A € (0,1.) and some pyy; , oy, € (0,+00).

Proof First of all, in the same way as Lemma 3.8 in [22], it is easy to see that, for s € [2,6),

Br:= sup |uls— 0, ask— oo.
weZy,|lul=1

Then there exists ky € N such that

1
2 2
Ul < ——\\u and I/lp<—l/lp fOI‘leEZ.
| |2_2(C0 VO)” ” | | ] ” ” ko

Therefore,

I(u) = %/3(Vu2+ V(x)uz)dx—%/‘3¢>uu2dx—/];@l’(x,u)dx—%fl;3 h(x)|u|? dx

V()+C0

1

> —lull* - ——u |2__| |p——|h| ||M||q
2
1 Cx

> = lul® - —||M|| - —||u||p— —|h| ||u||q
2 q
1 4C.
= —|lull (1— [ 2——|h| M 2)
4

Set n(t) =1—-tP2 — 4Cx|h| tq‘2 t> 0. Since 1 < g < 2 < p, there exists £y, = (f}—g% X

1
|4 2 )7~ such that 5(ty,) = maxo n(¢). Furthermore, we can get n(f,) > 0 for A € (0, A..),
—q
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where

p—

q
2—g\r2p—2
A= (222)8 _ .o
p—q 2-q4Clh| 2
—q

Choose pg,, = o, then

2
pkO,)L p—2 4C}\, q_z
I(u) > 4 (1 = Pkop ~ —6] |h|%{’0ko,)\

=g, >0 foru € Zy, with [Jul| = ok, - 0

Lemma 3.4 Assume that (V), (F1), (F2) and (H) hold, then, for any finite dimensional
subspace E C E, there exists R(E) > 0 such that I(u) < 0foruce E with |lu|| > R(E).

Proof By (3.1) and the equivalence of norms in the finite dimensional space E,

1
I(u) < —/ (Vu2+V(x)u2)d _? ¢uu2dx—/ F(x, u) dx
2 Jr3 2 Jr3 R3

1 w?
2 2 2
< EIIMII t luly — crlull, + calul;

< (3 o ll® = 1 Clue]]*
—+—+c |lull”—caCllu
S\gty te 1

— —00, as ||u|| - oo.
Therefore, there exists R(E) > 0 such that I(x) < 0 for u € E with |u| > R(E). O

Lemma 3.5 Assume that (V), (F1), (F») and (F4) hold, then there exists A* > 0 such that

inf I(u) > 1(0) > I(ey),

llull=ry
for every & € (0,1*), and some r), € (0,00), e, € E with ||e; || > ry.
Proof By (F4), we can get

F(x,t) + %tz B

im =0, uniformly for x € R3.
€0 £?

Together with (F;), for every ¢ > 0, there exists ¢(¢) > 0 such that

1%
’F(x, £+ 7%2

< %|t|2 +c(e)|tl’, uniformly for x € R3.
By (i) of Lemma 2.2, we can get

I(u):l/ (Vu2+V(x)u2)dx—g/ qbuuzdx—/ F(x,u)d —&/‘ h(x)|u|? dx
2 R3 2 R3 R3 q JRr3

1 2_ & 2 14 q
> §||u|| —Elulz—C(e)lulp—klhlzg_qllull
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> ~(1- Goe)|lull? - Cpele) ull? = ARl 2 ful?

Bl N

> —|lull*(1 - 4Cpc(e)lull’> — 4Alh] 2 ||ul|7?) (where ¢ is small enough).
q

2
72—
Then, similar to the proof of Lemma 3.3, there exists A* > 0 such that

inf I(u) > 4

laell=ry

P-P|>»m

-2 -2
(1-4Cpyc(e)r —4)»|h|ﬁrz )>0,

for every A € (0,1*) and some r;, € (0,+00).
Similar to the proof of Lemma 3.4, for u € E with |lu| =1,

2
I(tu) < —/ (Vu2+ V(x)uz)dx—g/‘ q)(m)(tu)zdx—/ F(x,tu)dx
2 R3 2 R3 R3
£ (tw)?
< Sl + ol - eat ul + cat?|ul}

— —00, ast—> o0.

Thus there exists T’ > ry such that I(Tu) < 0. By choosing e, = Tu, the proofis completed. (]

Proof of Theorem 1.1 By (F;) and (F3), it is easy to see that /(0) = 0 and [ is even. Together
with Lemma 3.2-3.4, we can see that all the conditions of Lemma 2.4 are satisfied. Thus
problem (P, ) has a sequence of weak solutions {(u,, $,)} C E x D"*(R3) satisfying

1
—/ (Vufl+V(x)ufl)dx—9/ d)unuf,dx—/ F(x,u,)dx — +00, asn— 00,
2 R3 2 R3 R3

for every A € (0, Ay). O
Next, we will give the proof of Theorem 1.2.

Proof of Theorem 1.2 Lemma 3.5 implies that the functional I enjoys the mountain pass
structure. from Lemma 3.2, [ satisfies the (PS) condition. Hence by Lemma 2.3, problem
(P;) has at least one nontrivial solution for every A € (0, A*). O
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