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and μx is the invariant, ergodic measure generated by the following equation with frozen x:

dyt = f (x, yt) dt + g(x, yt) dWt + h(x, yt) dNt , y0 = y0.

Multiscale jump-diffusion stochastic differential equations arise in many applications
and have already been studied widely. What is usually of interest for this kind of system
(1) is the time evolution of the slow variable xε

t . Thus a simplified equation, which is in-
dependent of the fast variable and possesses the essential features of the system, is highly
desirable. On the one hand, while averaging principle [1–6] plays an important role in the
research of slow component by getting a reduced equation (2), the difficulty of obtaining
the effective equation (2) lies in the fact that the coefficient ā(·) is given via expectation
with respect to measure μx(dy), which is usually difficult or impossible to obtain analyt-
ically, especially when the dimension m is large. On the other hand, even if we get the
reduced equation, the equation cannot be solved explicitly. Therefore, the construction
of the efficient computational methods is of great importance. Furthermore, the idea of
multiscale integration schemes (cf. [7]) overcomes these difficulties exactly, which solves
x̄t with ā(·) being estimated on the fly using an empirical average of the original slow co-
efficients a(·) with respect to numerical solutions of the fast processes. This is one of our
motivations.

For another significant motivation, a substantial body of work has been done concerning
multiscale integration scheme for fast-slow SDEs. Most of the existing research theories
discuss the convergence in Lp (0 < p ≤ 2), even in a weaker sense [4, 5, 8–10]. Nevertheless,
convergence in a stronger sense is what we want. In 2007, the L2 averaging principle was
proposed for a system, in which slow and fast dynamics were driven by Brownian noises
and Poisson noises in [1]. Subsequently, the authors gave a multiscale integration scheme
for the result in [9]. In 2015, Xu and Miao extended the result of [1] to the Lp (p > 2) case
under assumptions (H1)–(H5) in [2]. A natural question is as follows: Can we also establish
the Lp (p > 2) averaging principle by the multiscale integration scheme? It is well known
that L1 convergence and L2 convergence cannot conclude Lp (p > 2) convergence. How-
ever, L1 convergence and L2 convergence can be deduced by Lp (p > 2) convergence. Once
the Lp (p > 2) convergence has been established, then a much bigger degree of freedom
for parameter q in research of Lq (0 < q < p) convergence would be obtained.

Based on the above discussion, the aim of this paper is to prove the Lp (p > 2) conver-
gence of the multiscale integration scheme under the following assumptions:

(H1) The measurable functions a, b, c, f , g , and h satisfy the global Lipschitz conditions,
i.e., there is a positive constant L such that

∣
∣a(u1, v1) – a(u2, v2)

∣
∣2 +

∣
∣b(u1) – b(u2)

∣
∣2 +

∣
∣c(u1) – c(u2)

∣
∣2

+
∣
∣f (u1, v1) – f (u2, v2)

∣
∣2 +

∣
∣g(u1, v1) – g(u2, v2)

∣
∣2 +

∣
∣h(u1, v1) – h(u2, v2)

∣
∣2

≤ L
(|u1 – u2|2 + |v1 – v2|2)

for all ui ∈ R
n, vi ∈ R

m, i = 1, 2. Here and below we use | · | to denote both the
Euclidean vector norm and the Frobenius matrix norm.
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Remark 1.1 With the help of (H1), it immediately follows that there is a positive constant
K such that

∣
∣a(u, v)

∣
∣2 +

∣
∣b(u)

∣
∣2 +

∣
∣c(u)

∣
∣2 +

∣
∣f (u, v)

∣
∣2 +

∣
∣g(u, v)

∣
∣2 +

∣
∣h(u, v)

∣
∣2

≤ K
(
1 + |u|2 + |v|2)

for (u, v) ∈ R
n × R

m. Thus a, b, c, f , g , and h satisfy the sublinear growth condition.

(H2) a, g , and h are globally bounded.

Remark 1.2 By (H1) and (H2), it is easy to derive that ā in (2) is bounded and satisfies the
Lipschitz condition [11].

(H3) There exist constants β1 > 0 and βj ∈ R, j = 2, 3, 4, which are all independent of
(u1, v1, v2), such that

v1 · f (u1, v1) ≤ –β1|v1|2 + β2,
(
f (u1, v1) – f (u1, v2)

)
(v1 – v2) ≤ β3|v1 – v2|2,

(3)

and

(
h(u1, v1) – h(u1, v2)

)
(v1 – v2) ≤ β4|v1 – v2|2 (4)

for all u1 ∈ R
n and v1, v2 ∈ R

m.
(H4) η := –(2β3 + 2λ2β4 + Cg + λ2Ch) > 0, here β3 and β4 are taken from (3) and (4), λ2 is

from Nε
t with intensity λ2/ε, Cg , and Ch are the Lipschitz coefficients for g and h,

respectively, i.e.,

∣
∣g(u1, v1) – g(u2, v2)

∣
∣2 ≤ Cg

(|u1 – u2|2 + |v1 – v2|2)

and

∣
∣h(u1, v1) – h(u2, v2)

∣
∣2 ≤ Ch

(|u1 – u2|2 + |v1 – v2|2)

for all u1, u2 ∈ R
n, v1, v2 ∈ R

m.
(H5) There exists a constant γ > 0, which is independent of (u, v), such that

vTg(u, v)gT(u, v)v ≥ γ |v|2

for all (u, v) ∈ R
n × R

m.
An example that satisfies (H1)–(H5) is a(u, v) = 1

1+(u+v)2 , b(u) = e–u2 , c(u) = sin u, f (u, v) =
–1.5(λ2 + 1)ν , g(u,ν) = 3+sin u+sinν√

2 , and h(u,ν) = sin u+sinν√
2 .

It is worth pointing out that the Lp (p > 2) averaging principle under assumptions (H1)–
(H5) had been established in [2].

Now, we will introduce the multiscale integration scheme. The scheme is made up of a
macro solver to evolve (2) and a micro solver to simulate the fast dynamics in (1):
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1. Macro solver. Let �t be a fixed step, and let Xn be a numerical approximation to the
coarse variable x̄ at time tn = n�t. The simplest choice is the Euler–Maruyama scheme

Xn+1 = Xn + A(Xn)�t + b(Xn)�Bn + c(Xn)�Pn, X0 = x0, (5)

where A(Xn) is estimated by an empirical average

A(Xn) =
1
M

M∑

m=1

a
(
Xn, Y n

m
)
. (6)

2. Micro solver. To get A(Xn) used in the macro solver, we adopt the Euler–Maruyama
scheme to generate Y n

m:

Y n
m+1 = Y n

m +
1
ε

f
(
Xn, Y n

m
)
δt +

1√
ε

g
(
Xn, Y n

m
)
�W n

m + h
(
Xn, Y n

m
)
�Nn

m, (7)

with fixed Xn, and we denote the solution by Y n
m, m = 0, 1, . . . , M, where �W n

m are Brownian
increments over a time interval δt, and �Nn

m are Poisson increments with intensity λ2
ε

. Due
to ergodicity [2] of the fast dynamics, we can select, among other selections, Y n

0 = y0.
Note that the effective dynamics do not rely on ε. Meanwhile, since the discrete solution

Y n
m obtained by the micro-solver is for Xn fixed, it only depends on the ratio δt

ε
. Thus,

without loss of generality, we may take ε = 1. Then we have

Y n
m+1 = Y n

m + f
(
Xn, Y n

m
)
δt + g

(
Xn, Y n

m
)
�W n

m + h
(
Xn, Y n

m
)
�Nn

m, (8)

where �W n
m = W n

(m+1)δt – W n
mδt are the Brownian increments, and �Nn

m = Nn
(m+1)δt – Nn

mδt

are the Poisson increments with intensity λ2.
Simultaneously, Y n

m are numerically generated discrete solutions of the family of SDEs
as well:

dzn
t = f

(
Xn, zn

t
)

dt + g
(
Xn, zn

t
)

dW n
t + h

(
Xn, zn

t
)

dNn
t , (9)

with initial conditions zn
0 = Y n

0 = y0 and a time step δt (the choice of a fixed Y n
0 for all n

simplifies our estimates; in practice, we could take Y n
0 = Y n–1

M for all n > 0).
We also present a discrete auxiliary process X̄n, the Euler solution to the effective dy-

namics (2):

X̄n+1 = X̄n + ā(X̄n)�t + b(X̄n)�Bn + c(X̄n)�Pn. (10)

Concretely speaking, we are concentrating on estimating the Lp-strong error between
the solution x̄t of the effective dynamics (2) and the solution Xn of the multiscale inte-
gration scheme (5), (6), and (8) in this paper. Furthermore, we may easily obtain that the
solution Xn of the multiscale integration scheme can approximate the solution x̄t of the
effective dynamics in both the sense of Lq (0 < q < p) and the probability by Hölder’s in-
equality and Chebyshev’s inequality. Then the process of proving the main result can be
divided into two parts: (I �) the difference between the process x̄tn and the auxiliary process
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X̄n (see Lemma 2.4 below); (II �) the difference between the process Xn and the auxiliary
process X̄n (see Lemma 3.8 below).

We now describe the structure of the present paper. In Sect. 2, we introduce some a
priori estimates to testify the error between the process x̄tn and the auxiliary process X̄n. In
Sect. 3, we devote ourselves to proving the error between the process Xn and the auxiliary
process X̄n. In Sect. 4, based on the above two estimates, we can derive our main result
(see Theorem 4.1).

Throughout this paper, we will denote by C or K a generic positive constant which may
change its value from line to line. In chains of inequalities, we will adopt C, C�, C��, . . . or
C1, C2, K1, K2, . . . to avoid confusion.

2 Some a priori estimates
In this section, we shall give some a priori estimates in the first three lemmas. Then we
can apply the obtained results to estimate the difference between the process x̄tn and the
auxiliary process X̄n.

For convenience, we will extend the discrete numerical solution X̄n of (10) to continuous
time. We first define the ‘step functions’

Z(t) =
∑

k

X̄k1[k�t,(k+1)�t)(t), (11)

where 1G is the indicator function for the set G. Then we define

X̄(t) = x0 +
∫ t

0
ā
(
Z(s)

)
ds +

∫ t

0
b
(
Z(s)

)
dBs +

∫ t

0
c
(
Z(s)

)
dPs. (12)

(Note that by construction Z(t–) = Z(t) for t �= k�t.) It is not difficult to verify Z(tk) =
X̄(tk) = X̄k . The aim of this section is to prove a convergence result for X̄(t) because the
discrete numerical solution is interpolated to X̄(t). Then, we can obtain the convergence
result for X̄k straightly.

Firstly, we show that the discrete numerical solution X̄k and the continuous approxima-
tion X̄(t) have 2p bounded moments in the first two lemmas.

Lemma 2.1 For any p > 1 and T > 0, there exist positive constants �t∗ and C1 such that,
for all 0 < �t ≤ �t∗,

E|X̄k|2p ≤ C1
(
1 + |x0|2p) (13)

for k�t ≤ T , where C1 is independent of (k,�t).

Proof By construction (12), we have

X̄k+1 =x0 +
∫ (k+1)�t

0
ā
(
Z(s)

)
ds +

∫ (k+1)�t

0
b
(
Z(s)

)
dBs +

∫ (k+1)�t

0
c
(
Z(s)

)
dPs.
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Then we obtain

E|X̄k+1|2p ≤ C|x0|2p + CE

∣
∣
∣
∣

∫ (k+1)�t

0
ā
(
Z(s)

)
ds

∣
∣
∣
∣

2p

+ CE

∣
∣
∣
∣

∫ (k+1)�t

0
b
(
Z(s)

)
dBs

∣
∣
∣
∣

2p

+ CE

∣
∣
∣
∣

∫ (k+1)�t

0
c
(
Z(s)

)
dPs

∣
∣
∣
∣

2p

:= C
(|x0|2p + I1 + I2 + I3

)
(14)

for (k + 1)�t ≤ T . For I2 and I3, using P̃t := Pt – λ1t, Burkhölder’s inequality [12], Hölder’s
inequality, Remark 1.1, and (11), we have

I2 ≤ CE

[∫ (k+1)�t

0

∣
∣b

(
Z(s)

)∣
∣2 ds

]p

≤ C
∫ (k+1)�t

0
E

∣
∣b

(
Z(s)

)∣
∣2p ds

≤ C
∫ (k+1)�t

0
E

(
1 +

∣
∣Z(s)

∣
∣2p)ds

≤ C + C�t
k∑

i=0

E|X̄i|2p (15)

and

I3 = E

∣
∣
∣
∣

∫ (k+1)�t

0
c
(
Z(s)

)
dP̃s + λ1

∫ (k+1)�t

0
c
(
Z(s)

)
ds

∣
∣
∣
∣

2p

≤ CE

∣
∣
∣
∣

∫ (k+1)�t

0
c
(
Z(s)

)
dP̃s

∣
∣
∣
∣

2p

+ CE

∣
∣
∣
∣λ1

∫ (k+1)�t

0
c
(
Z(s)

)
ds

∣
∣
∣
∣

2p

≤ CE

[∫ (k+1)�t

0

∣
∣c

(
Z(s)

)∣
∣2 ds

]p

+ CE

∣
∣
∣
∣λ1

∫ (k+1)�t

0
c
(
Z(s)

)
ds

∣
∣
∣
∣

2p

≤ C
∫ (k+1)�t

0
E

∣
∣c

(
Z(s)

)∣
∣2p ds + C

∫ (k+1)�t

0
E

∣
∣c

(
Z(s)

)∣
∣2p ds

≤ C
∫ (k+1)�t

0
E

(
1 +

∣
∣Z(s)

∣
∣2p)ds

≤ C + C�t
k∑

i=0

E|X̄i|2p. (16)

Similarly, we may deal with I1 and have

I1 ≤ C + C�t
k∑

i=0

E|X̄i|2p. (17)

Choosing �t sufficiently small and by (14)–(17), we have

E|X̄k+1|2p ≤ C
(
1 + |x0|2p) + C�t

k∑

i=0

E|X̄i|2p,

which, with the aid of discrete Gronwall’s inequality, gives the result. �
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Lemma 2.2 For any p > 1 and T > 0, there exist positive constants �t∗ and C2 such that,
for all 0 < �t ≤ �t∗,

E sup
t∈[0,T]

∣
∣X̄(t)

∣
∣2p ≤ C2

(
1 + |x0|2p), (18)

where C2 is independent of �t.

Proof From (12), we have

∣
∣X̄(t)

∣
∣2p ≤ C|x0|2p + C

∣
∣
∣
∣

∫ t

0
ā
(
Z(s)

)
ds

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ t

0
b
(
Z(s)

)
dBs

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ t

0
c
(
Z(s)

)
dPs

∣
∣
∣
∣

2p

.

Thus, by the definition of P̃t , we have

E sup
t∈[0,T]

∣
∣X̄(t)

∣
∣2p ≤ C|x0|2p + CE sup

t∈[0,T]

∣
∣
∣
∣

∫ t

0
ā
(
Z(s)

)
ds

∣
∣
∣
∣

2p

+ CE sup
t∈[0,T]

∣
∣
∣
∣

∫ t

0
b
(
Z(s)

)
dBs

∣
∣
∣
∣

2p

+ CE sup
t∈[0,T]

∣
∣
∣
∣

∫ t

0
c
(
Z(s)

)
dP̃s

∣
∣
∣
∣

2p

+ CE sup
t∈[0,T]

∣
∣
∣
∣λ1

∫ t

0
c
(
Z(s)

)
ds

∣
∣
∣
∣

2p

. (19)

By the same method as in the previous lemma, we obtain

E sup
t∈[0,T]

∣
∣X̄(t)

∣
∣2p ≤ C

(
1 + |x0|2p) + C

∫ T

0
E

∣
∣Z(s)

∣
∣2p ds.

Applying (11) and Lemma 2.1 over the interval [0,T], we obtain result (18). �

Secondly, we show that the continuous-time approximation remains close to the step
functions Z(s) in a strong sense.

Lemma 2.3 For any p > 1 and T > 0, there exist positive constants �t∗ and C3 such that,
for all 0 < �t ≤ �t∗,

E sup
t∈[0,T]

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ C3�tp(1 + |x0|2p), (20)

where C3 is independent of �t.

Proof Consider t ∈ [k�t, (k + 1)�t] ⊆ [0, T], we have

X̄(t) – Z(t) = X̄(t) – X̄k =
∫ t

k�t
ā
(
Z(s)

)
ds +

∫ t

k�t
b
(
Z(s)

)
dBs +

∫ t

k�t
c
(
Z(s)

)
dPs.

Thus

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ C

∣
∣
∣
∣

∫ t

k�t
ā
(
Z(s)

)
ds

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ t

k�t
b
(
Z(s)

)
dBs

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ t

k�t
c
(
Z(s)

)
dPs

∣
∣
∣
∣

2p
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for each t ∈ [k�t, (k + 1)�t]. Then

sup
t∈[0,T]

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ max

k=0,1,...T/�t–1
sup

τ∈[k�t,(k+1)�t]

{

C
∣
∣
∣
∣

∫ τ

k�t
ā
(
Z(s)

)
ds

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ τ

k�t
b
(
Z(s)

)
dBs

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣

∫ τ

k�t
c
(
Z(s)

)
dP̃s

∣
∣
∣
∣

2p

+ C
∣
∣
∣
∣λ1

∫ τ

k�t
c
(
Z(s)

)
ds

∣
∣
∣
∣

2p}

. (21)

Now, taking expectations on both sides of (21), then using Burkhölder’s inequality on the
martingale integrals and by Hölder’s inequality, we have

E sup
t∈[0,T]

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ max

k=0,1,...T/�t–1

{

C�t2p–1
∫ (k+1)�t

k�t
E

∣
∣ā

(
Z(s)

)∣
∣2p ds

+ C�tp–1
∫ (k+1)�t

k�t
E

∣
∣b

(
Z(s)

)∣
∣2p ds

+ C�tp–1
∫ (k+1)�t

k�t
E

∣
∣c

(
Z(s)

)∣
∣2p ds

+ C�t2p–1
∫ (k+1)�t

k�t
E

∣
∣c

(
Z(s)

)∣
∣2p ds

}

.

Applying Remarks 1.1 and 1.2, we have

E sup
t∈[0,T]

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ max

k=0,1,...T/�t–1

{

C
(
�tp–1 + �t2p–1)

∫ (k+1)�t

k�t

(
1 + E

∣
∣Z(s)

∣
∣2p)ds

}

.

But Z(s) ≡ X̄k on [k�t, (k + 1)�t), hence, it follows from Lemma 2.1 that

E sup
t∈[0,T]

∣
∣X̄(t) – Z(t)

∣
∣2p ≤ C

(
�tp + �t2p)[1 + C1

(
1 + |x0|2p)],

which yields result (20). �

Lastly, we prove a strong convergence result for X̄(t).

Lemma 2.4 For any p > 1 and T > 0, there exist positive constants �t∗ and C4 such that,
for all 0 < �t ≤ �t∗,

E sup
t∈[0,T]

∣
∣X̄(t) – x̄(t)

∣
∣2p ≤ C4�tp(1 + |x0|2p), (22)

where C4 is independent of �t.

Proof By construction (12), we get

X̄(t) – x̄(t) =
∫ t

0

[
ā
(
Z(s)

)
– ā

(
x̄(s)

)]
ds +

∫ t

0

[
b
(
Z(s)

)
– b

(
x̄(s)

)]
dBs

+
∫ t

0

[
c
(
Z(s)

)
– c

(
x̄(s)

)]
dPs.
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Hence, we have

E sup
t∈[0,t1]

∣
∣X̄(t) – x̄(t)

∣
∣2p ≤ CE sup

t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
ā
(
Z(s)

)
– ā

(
x̄(s)

)]
ds

∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
b
(
Z(s)

)
– b

(
x̄(s)

)]
dBs

∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
c
(
Z(s)

)
– c

(
x̄(s)

)]
dPs

∣
∣
∣
∣

2p

:= C(I1 + I2 + I3) (23)

for any 0 ≤ t1 ≤ T . By the definition of P̃t , Burkhölder’s inequality, Hölder’s inequality, and
(H1), we obtain

I2 ≤ CE

[∫ t1

0

∣
∣b

(
Z(s)

)
– b

(
x̄(s)

)∣
∣2 ds

]p

≤ C
∫ t1

0
E

∣
∣b

(
Z(s)

)
– b

(
x̄(s)

)∣
∣2p ds

≤ C
∫ t1

0
E

∣
∣Z(s) – x̄(s)

∣
∣2p ds, (24)

I3 ≤ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
c
(
Z(s)

)
– c

(
x̄(s)

)]
dP̃s

∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣λ1

∫ t

0

[
c
(
Z(s)

)
– c

(
x̄(s)

)]
ds

∣
∣
∣
∣

2p

≤ CE

[∫ t1

0

∣
∣c

(
Z(s)

)
– c

(
x̄(s)

)∣
∣2 ds

]p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣λ1

∫ t

0

[
c
(
Z(s)

)
– c

(
x̄(s)

)]
ds

∣
∣
∣
∣

2p

≤ C
∫ t1

0
E

∣
∣c

(
Z(s)

)
– c

(
x̄(s)

)∣
∣2p ds

≤ C
∫ t1

0
E

∣
∣Z(s) – x̄(s)

∣
∣2p ds. (25)

Dealing with I1 similarly and combining (23)–(25), it follows that

E sup
t∈[0,T]

∣
∣X̄(t) – x̄(t)

∣
∣2p ≤ C

∫ t1

0
E

∣
∣Z(s) – x̄(s)

∣
∣2p ds

≤ C
∫ t1

0
E

∣
∣X̄(s) – x̄(s)

∣
∣2p ds + C

∫ t1

0
E

∣
∣X̄(s) – Z(s)

∣
∣2p ds.

Applying Lemma 2.3, we obtain

E sup
t∈[0,T]

∣
∣X̄(t) – x̄(t)

∣
∣2p ≤ C5�tp(1 + |x0|2p) + C6

∫ t1

0
E sup

t∈[0,s]

∣
∣X̄(t) – x̄(t)

∣
∣2p ds.

By continuous Gronwall’s inequality, the desired estimate (22) is obtained. �
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3 Strong convergence of the scheme
In this section, some a priori estimates would be provided in the first seven lemmas. Then
we can use the established estimates to get the error between the process Xn and the aux-
iliary process X̄n.

Now, we firstly show the 2pth moment estimates for the processes zn
t , Xn, and Y n

m.

Lemma 3.1 For any p > 1 and T > 0, there exists a positive constant K1 such that

sup
0≤t≤T

E
∣
∣zn

t
∣
∣2p ≤ K1. (26)

Proof For |zn
t |2p, direct computation with Itô’s formula gives that

∣
∣zn

t
∣
∣2p = |y0|2p + 2p

∫ t

0

∣
∣zn

s
∣
∣2p–2(f

(
Xn, zn

s
)
, zn

s
)

ds + 2p
∫ t

0

∣
∣zn

s
∣
∣2p–2(g

(
Xn, zn

s
)
, zn

s
)

dW n
s

+ 2p
∫ t

0

∣
∣zn

s
∣
∣2p–2(h

(
Xn, zn

s
)
, zn

s
)

dNn
s + 2p(p – 1)

∫ t

0

∣
∣zn

s
∣
∣2(p–2)(g

(
Xn, zn

s
)
, zn

s
)2 ds

+ 2p(p – 1)λ2

∫ t

0

∣
∣zn

s
∣
∣2(p–2)(h

(
Xn, zn

s
)
, zn

s
)2 ds + p

∫ t

0

∣
∣zn

s
∣
∣2p–2∣∣g

(
Xn, zn

s
)∣
∣2 ds

+ pλ2

∫ t

0

∣
∣zn

s
∣
∣2p–2∣∣h

(
Xn, zn

s
)∣
∣2 ds. (27)

We have by (H3)

(
f
(
Xn, zn

s
)
, zn

s
) ≤ –β1

∣
∣zn

s
∣
∣2 + β2. (28)

By Young’s inequality and (H2), we have

2λ2
(
h
(
Xn, zn

s
)
, zn

s
) ≤ λ2

2
β1

∣
∣h

(
Xn, zn

s
)∣
∣2 + β1

∣
∣zn

s
∣
∣2 ≤ C + β1

∣
∣zn

s
∣
∣2, (29)

(
g
(
Xn, zn

s
)
, zn

s
)2 ≤ C

∣
∣zn

s
∣
∣2, (30)

and

(
h
(
Xn, zn

s
)
, zn

s
)2 ≤ C

∣
∣zn

s
∣
∣2. (31)

Taking expectations on both sides of (27) and combining (28)–(31), we have

E
∣
∣zn

t
∣
∣2p ≤ |y0|2p – pβ1E

∫ t

0

∣
∣zn

s
∣
∣2p ds + Cp,λ2,β1,β2E

∫ t

0

∣
∣zn

s
∣
∣2p–2 ds.

Moreover, taking k > 0 small enough for Young’s inequality in the form ab ≤ k|b|m +
Ck,m|a|m/m–1, we have

E
∣
∣zn

s
∣
∣2p ≤ |y0|2p – Cp,λ2,β1,β2E

∫ t

0

∣
∣zn

s
∣
∣2p ds + C�

p,λ2,β1,β2 t,

which, with the help of continuous Gronwall’s inequality, yields the result. �
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The proof of the following lemma is similar to Sect. 2. We omit the details.

Lemma 3.2 For any p > 1 and small enough �t, there exists a positive constant K2 such
that

sup
0≤n≤T/�t

E|Xn|2p ≤ K2, (32)

where K2 is independent of �t.

Lemma 3.3 For small enough δt and p > 1, there exists a positive constant K3 such that

sup
0≤n≤ T

�t
0<m<M

E
∣
∣Y n

m
∣
∣2p ≤ K3, (33)

where K3 is independent of (M, δt).

Proof Now we give a definition of Y n
t by

Y n
t := y0 +

∫ t

0
f
(
Xn, Ŷ n

s
)

ds +
∫ t

0
g
(
Xn, Ŷ n

s
)

dW n
s +

∫ t

0
h
(
Xn, Ŷ n

s
)

dNn
s ,

where Ŷ n
t := Y n

k for t ∈ [kδt, (k + 1)δt), k = 1, 2, . . . M, and Ŷ n
tk

= Y n
tk

= Y n
k (tk = kδt).

Thus we have

Y n
k+1 = y0 +

∫ (k+1)δt

0
f
(
Xn, Ŷ n

s
)

ds +
∫ (k+1)δt

0
g
(
Xn, Ŷ n

s
)

dW n
s

+
∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

dNn
s . (34)

Taking the 2pth moment and expectations on both sides of (34), we get

E
∣
∣Y n

k+1
∣
∣2p = E

∣
∣
∣
∣y0 +

∫ (k+1)δt

0
f
(
Xn, Ŷ n

s
)

ds +
∫ (k+1)δt

0
g
(
Xn, Ŷ n

s
)

dW n
s

+
∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

dNn
s

∣
∣
∣
∣

2p

≤ C|y0|2p + CE

∣
∣
∣
∣

∫ (k+1)δt

0
f
(
Xn, Ŷ n

s
)

ds
∣
∣
∣
∣

2p

+ CE

∣
∣
∣
∣

∫ (k+1)δt

0
g
(
Xn, Ŷ n

s
)

dW n
s

∣
∣
∣
∣

2p

+ CE

∣
∣
∣
∣

∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

dNn
s

∣
∣
∣
∣

2p

. (35)

Using Hölder’s inequality, Remark 1.1, and the definition of Ŷ n
t , we have

E

∣
∣
∣
∣

∫ (k+1)δt

0
f
(
Xn, Ŷ n

s
)

ds
∣
∣
∣
∣

2p

≤ C
∫ (k+1)δt

0
E

∣
∣f

(
Xn, Ŷ n

s
)∣
∣2p ds
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≤ C
∫ (k+1)δt

0
E

(
1 + |Xn|2p +

∣
∣Ŷ n

s
∣
∣2p)ds

≤ C + CE|Xn|2p + Cδt
k∑

i=0

E
∣
∣Y n

i
∣
∣2p. (36)

By the definition of Ñt , Burkhölder’s inequality, Hölder’s inequality, and (H2), we obtain

E

∣
∣
∣
∣

∫ (k+1)δt

0
g
(
Xn, Ŷ n

s
)

dW n
s

∣
∣
∣
∣

2p

≤ CE

[∫ (k+1)δt

0

∣
∣g

(
Xn, Ŷ n

s
)∣
∣2 ds

]p

≤ C
∫ (k+1)δt

0
E

∣
∣g

(
Xn, Ŷ n

s
)∣
∣2p ds

≤ Cp,T (37)

and

E

∣
∣
∣
∣

∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

dNn
s

∣
∣
∣
∣

2p

= E

∣
∣
∣
∣

∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

dÑn
s + λ2

∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

ds
∣
∣
∣
∣

2p

≤ CE

[∫ (k+1)δt

0

∣
∣h

(
Xn, Ŷ n

s
)∣
∣2 ds

]p

+ CE

∣
∣
∣
∣λ2

∫ (k+1)δt

0
h
(
Xn, Ŷ n

s
)

ds
∣
∣
∣
∣

2p

≤ C
∫ (k+1)δt

0
E

∣
∣h

(
Xn, Ŷ n

s
)∣
∣2p ds

≤ Cp,T ,λ2 . (38)

Substituting (36)–(38) into (35) gives that

E
∣
∣Y n

k+1
∣
∣2p ≤ C

(
1 + |y0|2p) + CE|Xn|2p + Cδt

k∑

i=0

E
∣
∣Y n

i
∣
∣2p.

Using Lemma 3.2 and discrete Gronwall’s inequality, we get the result. �

Next, we give the 2pth moment deviation between two successive iterations of the
micro-solver.

Lemma 3.4 For small enough δt and p > 1, there exists a positive constant K4 such that

sup
0≤n≤ T

�t
0<m<M

E
∣
∣Y n

m+1 – Y n
m
∣
∣2p ≤ K4(δt)p, (39)

where K4 is independent of (M, δt).
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Proof It is clear that

Y n
m+1 – Y n

m = f
(
Xn, Y n

m
)
δt + g

(
Xn, Y n

m
)
�W n

m + h
(
Xn, Y n

m
)
�Ñn

m + λ2h
(
Xn, Y n

m
)
δt. (40)

Taking the 2pth moment and expectations on both sides of (40), we get

E
∣
∣Y n

m+1 – Y n
m
∣
∣2p

= E
∣
∣f

(
Xn, Y n

m
)
δt + g

(
Xn, Y n

m
)
�W n

m + h
(
Xn, Y n

m
)
�Ñn

m + λ2h
(
Xn, Y n

m
)
δt

∣
∣2p

≤ Cδt2p
E

∣
∣f

(
Xn, Y n

m
)∣
∣2P + C(δt)p

E
∣
∣g

(
Xn, Y n

m
)∣
∣2p

+ Cδt2p
E

∣
∣h

(
Xn, Y n

m
)∣
∣2p + Cδtp

E
∣
∣h

(
Xn, Y n

m
)∣
∣2p.

By Remark 1.1 and (H2), we have

E
∣
∣Y n

m+1 – Y n
m
∣
∣2p ≤ Cδt2p(1 + E|Xn|2p + E

∣
∣Y n

m
∣
∣2p) + Cδtp.

Using Lemmas 3.2 and 3.3, for small enough δt, we get

E
∣
∣Y n

m+1 – Y n
m
∣
∣2p ≤ K4δtp. �

Lemma 2.1 in [9] shows that zn
t is statistically equivalent to a shifted and rescaled version

of yε
t , with x being a parameter, that is, zk

t ∼ yε
t–tk /ε .

It is proved in [2] that dynamic (9) is ergodic with a unique invariant measure μXn (As-
sumptions H3–H5), which possesses exponentially mixing property in the following sense.
Let PXn (t, z, E) denote the transition probability of (9). Then there exist positive constants
η,α < 1 such that

∣
∣PXn (t, z, E) – μXn (E)

∣
∣ < ηαt

for every E ∈ B(Rm).
Then we establish the mixing properties of the auxiliary processes zn

t . Note that ā(Xn) is
the average of a(Xn, y) with respect to μXn , which is the invariant measure induced by zn

t .
We denote zn

m = zn
mδt .

Lemma 3.5 For small enough δt and p > 1, there exists a positive constant K5 such that

E

∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2p

≤ K5

[
– logα Mδt + 1

Mδt
+

1
M

]

, (41)

where K5 is independent of (M, δt).

Proof By (H2) and Remark (1.2), we have

E

∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2p

= E

[∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2p–2

×
∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2]
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≤ E

[(
1
M

M∑

m=1

∣
∣a

(
Xn, zn

m
)

– ā(Xn)
∣
∣2p–2

)

×
∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2]

≤ Ca,āE

∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

– ā(Xn)

∣
∣
∣
∣
∣

2

. (42)

It remains to estimate the mean-square term, and the proof for the term is similar to the
method in [9] (Lemma 2.6). We omit the details. Thus we obtain the desired result (41). �

Afterwards, we establish the 2pth moments deviation between (9) and its numerical
approximation (8).

Lemma 3.6 Let zn
t be the family of processes defined by (9). For small enough δt and p > 1,

there exists a positive constant K8 such that

max
0≤n≤
 T

�t �
0≤m≤M

E
∣
∣Y n

m – zn
m
∣
∣2p ≤ K8δtp, (43)

where K8 is independent of (M, δt).

Proof Define tδt = 
t/δt�δt. Let Y n
t be the Euler approximation Y n

m, interpolated continu-
ously by

Y n
t =

∫ t

0
f
(
Xn, Y n

sδt

)
ds +

∫ t

0
g
(
Xn, Y n

sδt

)
dW n

s +
∫ t

0
h
(
Xn, Y n

sδt

)
dNn

s . (44)

Hence, we have

E sup
t∈[0,t1]

∣
∣Y n

t – zn
t
∣
∣2p ≤ CE sup

t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
f
(
Xn, Y n

sδt

)
– f

(
Xn, zn

s
)]

ds
∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
g
(
Xn, Y n

sδt

)
– g

(
Xn, zn

s
)]

dW n
s

∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
h
(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)]

dÑn
s

∣
∣
∣
∣

2p

+ CE sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0
λ2

[
h
(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)]

ds
∣
∣
∣
∣

2p

(45)

for any 0 ≤ t1 ≤ T , where we have used the definition of Ñ . Now, we use Burkhölder’s
inequality and Hölder’s inequality on the two martingale terms to get

E sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
g
(
Xn, Y n

sδt

)
– g

(
Xn, zn

s
)]

dW n
s

∣
∣
∣
∣

2p

≤ CE

[∫ t1

0

∣
∣g

(
Xn, Y n

sδt

)
– g

(
Xn, zn

s
)∣
∣2 ds

]p

≤ C
∫ t1

0
E

∣
∣g

(
Xn, Y n

sδt

)
– g

(
Xn, zn

s
)∣
∣2p ds (46)
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and

E sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
h
(
Xn, Y n

sδt

)
– h

(
Xn, zn

t
)]

dÑn
s

∣
∣
∣
∣

2p

≤ CE

[∫ t1

0
λ2

∣
∣h

(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)∣
∣2 ds

]p

≤ C
∫ t1

0
E

∣
∣h

(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)∣
∣2p ds. (47)

By Hölder’s inequality, we have

E sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0

[
f
(
Xn, Y n

sδt

)
– f

(
Xn, zn

s
)]

ds
∣
∣
∣
∣

2p

≤ C
∫ t1

0
E

∣
∣f

(
Xn, Y n

sδt

)
– f

(
Xn, zn

s
)∣
∣2p ds, (48)

E sup
t∈[0,t1]

∣
∣
∣
∣

∫ t

0
λ2

[
h
(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)]

ds
∣
∣
∣
∣

2p

≤ C
∫ t1

0
E

∣
∣h

(
Xn, Y n

sδt

)
– h

(
Xn, zn

s
)∣
∣2p ds. (49)

Combining (44)–(49) and applying the Lipschitz condition in (H1), we have

E sup
t∈[0,t1]

∣
∣Y n

t – zn
t
∣
∣2p ≤ C

∫ t1

0
E

∣
∣Y n

sδt
– zn

s
∣
∣2p ds

≤ C
∫ t1

0
E

∣
∣Y n

sδt
– Y n

s
∣
∣2p ds + C

∫ t1

0
E sup

t∈[0,s]

∣
∣Y n

t – zn
t
∣
∣2p ds

≤ C�δtp + C��
E

∫ t1

0
sup

t∈[0,s]

∣
∣Y n

t – zn
t
∣
∣2p ds,

which, with the help of continuous Gronwall’s inequality, yields the result. �

Lemma 3.7 There exists a positive constant K6 such that, for all p > 1 and 0 ≤ n ≤ 
 T
�t �,

E
∣
∣ā(Xn) – A(Xn)

∣
∣2p ≤ K6

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

, (50)

where K6 is independent of (M, δt).

Proof By definition, we have

E
∣
∣ā(Xn) – A(Xn)

∣
∣2p = E

∣
∣
∣
∣
∣

∫

Rm
a(Xn, y)μXn (dy) –

1
M

M∑

m=1

a
(
Xn, Y n

m
)
∣
∣
∣
∣
∣

2p

≤ CIn
1 + CIn

2 , (51)
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where

In
1 := E

∣
∣
∣
∣
∣

∫

Rm
a(Xn, y)μXn (dy) –

1
M

M∑

m=1

a
(
Xn, zn

m
)
∣
∣
∣
∣
∣

2p

,

In
2 := E

∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

–
1
M

M∑

m=1

a
(
Xn, Y n

m
)
∣
∣
∣
∣
∣

2p

,

where zn
t is the family of processes defined by (9). In

1 is the difference between the ensem-
ble average of a(Xn, ·) with respect to the (exact) invariant measure of zn

t and its empirical
average over M equi-distanced sample points. In

2 is the difference between empirical av-
erages of a(Xn, ·) over M equi-distanced sample points, once for the process zn

t and once
for its Euler approximation Y n

m.
The estimation of In

1 is given in Lemma 3.5,

In
1 = E

∣
∣
∣
∣
∣

∫

Rm
a(Xn, y)μXn (dy) –

1
M

M∑

m=1

a
(
Xn, zn

m
)
∣
∣
∣
∣
∣

2p

≤ K5

[
– logα Mδt + 1

Mδt
+

1
M

]

. (52)

Then we estimate In
2 by (H2)

In
2 = E

∣
∣
∣
∣
∣

1
M

M∑

m=1

a
(
Xn, zn

m
)

–
1
M

M∑

m=1

a
(
Xn, Y n

m
)
∣
∣
∣
∣
∣

2p

≤
M∑

m=1

E
∣
∣a

(
Xn, zn

m
)

– a
(
Xn, Y n

m
)∣
∣2p

≤ C max
m≤M

E
∣
∣Y n

m – zn
m
∣
∣2p.

Using Lemma 3.6, we obtain

In
2 ≤ CK8δtp. (53)

Combining (51)–(53), we get

E
∣
∣ā(Xn) – A(Xn)

∣
∣2p ≤ K6

[
– logα Mδt + 1

Mδt
+

1
M

+ δtp
]

,

which is uniform in n ≤ T/�t. �

Finally, we estimate the difference between the process Xn and the auxiliary process X̄n.

Lemma 3.8 There exist positive constants �t∗ and K7 such that, for p > 1 and 0 < �t ≤
�t∗,

E sup
0≤n≤
T/�t�

|Xn – X̄n|2p ≤ K7

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

, (54)

where K7 is independent of (M, δt,�t).
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Proof Set En = E supl≤n |X̄l – Xl|2p, then

En = E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(X̄i) – A(Xi)

]
�t +

l–1∑

i=0

[
b(X̄i) – b(Xi)

]
�Wi +

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�Pi

∣
∣
∣
∣
∣

2p

= E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(X̄i) – A(Xi)

]
�t +

l–1∑

i=0

[
b(X̄i) – b(Xi)

]
�Wi +

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�P̃i

+ λ1

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�t

∣
∣
∣
∣
∣

2p

≤ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(X̄i) – A(Xi)

]
�t

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
b(X̄i) – b(Xi)

]
�Wi

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�P̃i

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣
λ1

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�t

∣
∣
∣
∣
∣

2p

.

We split the first term on the right-hand side:

En ≤ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(X̄i) – ā(Xi)

]
�t

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(Xi) – A(Xi)

]
�t

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
b(X̄i) – b(Xi)

]
�Wi

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�P̃i

∣
∣
∣
∣
∣

2p

+ CE sup
l≤n

∣
∣
∣
∣
∣
λ1

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�t

∣
∣
∣
∣
∣

2p

. (55)

The first and fifth terms on the right-hand side are estimated using the Lipschitz continuity
of ā and c:

E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(X̄i) – ā(Xi)

]
�t

∣
∣
∣
∣
∣

2p

≤ CE sup
l≤n

l–1∑

i=0

∣
∣ā(X̄i) – ā(Xi)

∣
∣2p

�t2p

≤ C
n–1∑

i=0

E|X̄i – Xi|2p�t ≤ C
n–1∑

i=0

Ei�t (56)

and

E sup
l≤n

∣
∣
∣
∣
∣
λ1

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�t

∣
∣
∣
∣
∣

2p

≤ CE sup
l≤n

l–1∑

i=0

∣
∣c(X̄i) – c(Xi)

∣
∣2p

�t2p

≤ C
n–1∑

i=0

E|X̄i – Xi|2p�t ≤ C
n–1∑

i=0

Ei�t. (57)
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Now using Burkhölder’s inequality and (H2) on the two martingale terms, we get

E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
c(X̄i) – c(Xi)

]
�P̃i

∣
∣
∣
∣
∣

2p

≤ CE

∣
∣
∣
∣
∣

n–1∑

i=0

λ1�t
[
c(X̄i) – c(Xi)

]2

∣
∣
∣
∣
∣

p

≤ C
n–1∑

i=0

E|X̄i – Xi|2p�t ≤ C
n–1∑

i=0

Ei�t (58)

and

E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
b(X̄i) – b(Xi)

]
�Wi

∣
∣
∣
∣
∣

2p

≤ CE

∣
∣
∣
∣
∣

n–1∑

i=0

�t
[
b(X̄i) – b(Xi)

]2

∣
∣
∣
∣
∣

p

≤ C
n–1∑

i=0

E|X̄i – Xi|2p�t ≤ C
n–1∑

i=0

Ei�t. (59)

The second term on the right-hand side can be bounded as follows:

E sup
l≤n

∣
∣
∣
∣
∣

l–1∑

i=0

[
ā(Xi) – A(Xi)

]
�t

∣
∣
∣
∣
∣

2p

≤ C max
i<n

E
∣
∣ā(Xi) – A(Xi)

∣
∣2p. (60)

Combining (55)–(60) with Lemma 3.7, we obtain a discrete linear integral inequality

En ≤ C
n–1∑

i=0

Ei�t + CK6

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

,

with the initial condition E0 = 0. It follows that, for sufficiently small �t,

En ≤ CK6

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

{1 + C�t}n

≤ CK6

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

eCT .

This estimate proves the lemma with K7 = CK6eCT . �

4 Main result
Now we can state and prove our main theorem readily.

Theorem 4.1 Suppose that conditions (H1)–(H5) hold, then there exist positive constants
K � and K �� such that

E sup
0≤n≤
T/�t�

∣
∣Xn – x̄(tn)

∣
∣2p ≤ K ��tp + K ��

(
– logα Mδt + 1

Mδt
+

1
M

+ δtp
)

,

where K �, K �� are independent of (�t, δt, M).
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Proof We begin our proof with subtracting and adding the term X̄n:

E sup
0≤n≤
T/�t�

∣
∣Xn – x̄(tn)

∣
∣2p ≤ CE sup

0≤n≤
T/�t�
|Xn – X̄n|2p + CE sup

0≤n≤
T/�t�

∣
∣X̄n – x̄(tn)

∣
∣2p

≤ K ��tp + K ��
(

– logα Mδt + 1
Mδt

+
1
M

+ δtp
)

,

where we have used the result of Lemmas 2.4 and 3.8. �

5 Conclusions
In this paper, the Lp (p > 2)-strong convergence of the multiscale integration scheme has
been studied for the two-time-scale jump-diffusion systems. By Lemmas 2.4 and 3.8, we
obtained our desired main result. The results in [2, 9] are extended in this paper. First,
we provide a numerical method for the Lp (p > 2) averaging principle in [2]; second, in
[9], the authors only studied L2 convergence of the multiscale integration scheme, and we
extended the result into the Lp (p > 2) case.
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