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Abstract
In this paper, we develop the existence theory for nonlinear second-order ordinary
differential equations equipped with new kinds of nonlocal non-separated type
integral multi-point boundary conditions on an arbitrary domain. Existence results are
proved with the aid of fixed point theorems due to Schaefer, Krasnoselskii, and
Leray–Schauder, while the uniqueness of solutions for the given problem is
established by means of contraction mapping principle. Examples are constructed for
the illustration of the obtained results. Ulam-stability is also discussed for the given
problem. A variant of the problem involving different boundary data is also discussed.
Finally, we introduce an associated boundary value problem involving
integro-differential equations and discuss the uniqueness of its solutions.
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1 Introduction
Mathematical modeling of several real world phenomena leads to the occurrence of non-
linear boundary value problems of differential equations. In fact, the study of boundary
value problems has developed into an important area of research over the years in view of
their extensive applications in diverse disciplines such as fluid mechanics, mathematical
physics, etc. For details, we refer the reader to the works [1–4]. In the analysis of non-
linear boundary value problems, we are primarily interested in examining the effect of
nonlinearity on the solutions of the given problem. The available literature on the topic
contains theoretical development of the topic as well as analytic and numerical methods
for solving boundary value problems. Classical boundary conditions fail to take into ac-
count certain peculiarities of physical, chemical, or other processes happening inside the
domain. This led to the birth of nonlocal conditions, which connect the boundary values of
the unknown function to its values at some interior positions of the domain. For a detailed
account of nonlocal nonlinear boundary value problems, for instance, see [5–19] and the
references cited therein. On the other hand, integral boundary conditions appear in sev-
eral applications of applied sciences such as blood flow problems, chemical engineering,
thermoelasticity, underground water flow, population dynamics, etc. In particular, integral
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boundary conditions enable to consider arbitrary shaped blood vessels in fluid flow prob-
lems in contrast to assuming very long circular vessel geometry upstream the inlet section
[20], which is not always justifiable. Integral boundary conditions find useful applications
in blood flow problems [21, 22], thermal conduction, semiconductor, and hydrodynamic
problems [23–25]. One can find some works on boundary value problems involving inte-
gral boundary conditions in a series of papers [26–33] and the references cited therein.

In this paper, we develop the existence theory for a new class of second-order boundary
value problems involving nonlocal non-separated type multi-point and strip boundary
conditions on an arbitrary domain. Precisely, we investigate the following problem:

⎧
⎪⎨

⎪⎩

u′′(t) = f (t, u(t)), a < t < T , a, T ∈R,
α1u(a) + α2u(T) = α3

∫ ξ

a u(s) ds +
∑m

j=1 γju(νj),
β1u′(a) + β2u′(T) = β3

∫ ξ

a u′(s) ds +
∑m

j=1 ρju′(νj),
(1.1)

where f : [a, T] × R → R is a given continuous function, a > 0, a < ξ < ν1 < ν2 < · · · <
νm < T , and αi,βi ∈R (i = 1, 2, 3), γj,ρj ∈R

+ (j = 1, 2, . . . , m).
The rest of the paper is organized as follows. In Sect. 2, we present the existence results

for the boundary value problem (1.1), which are proved via fixed point theorems due to
Schaefer, Krasnoselskii, and Leray–Schauder. The uniqueness of solutions for the given
problem is established by applying contraction mapping principle. In order to illustrate the
obtained results, we construct several examples. In Sect. 3, we discuss Ulam-type stability
for problem (1.1). A problem analogue to (1.1) with different nonlocal data is discussed in
Sect. 4. An associated boundary value problem involving integro-differential equations is
studied in Sect. 5.

2 Existence and uniqueness results
Before presenting the main results for the nonlinear boundary value problem with non-
separated type integral multi-point boundary conditions on an arbitrary domain, we prove
an auxiliary lemma. This lemma plays a key role in defining a solution for problem (1.1).

Lemma 2.1 Let h ∈ C[a, T] and
(

α1 + α2 – α3(ξ – a) –
m∑

j=1

γj

)(

β1 + β2 – β3(ξ – a) –
m∑

j=1

ρj

)

�= 0. (2.1)

Then an integral representation for the solution of the following linear problem:
⎧
⎪⎨

⎪⎩

u′′(t) = h(t), a < t < T ,
α1u(a) + α2u(T) = α3

∫ ξ

a u(s) ds +
∑m

j=1 γju(νj),
β1u′(a) + β2u′(T) = β3

∫ ξ

a u′(s) ds +
∑m

j=1 ρju′(νj),
(2.2)

is given by

u(t) =
∫ t

a
(t – s)h(s) ds +

1
2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)h(s) ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
h(s) ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
h(s) ds, (2.3)
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where

κ = BA1, η(t) = A1(t – a) – A2,

B = β1 + β2 – β3(ξ – a) –
m∑

j=1

ρj, A1 = α1 + α2 – α3(ξ – a) –
m∑

j=1

γj,

A2 = α2(T – a) – α3
(ξ – a)2

2
–

m∑

j=1

γj(νj – a).

(2.4)

Proof Integrating u′′(t) = h(t) twice from a to t, we get

u(t) = c1 + c2(t – a) +
∫ t

a
(t – s)h(s) ds, (2.5)

where c1 and c2 are arbitrary real constants. Using the boundary conditions of (2.2) in
(2.5), we get

A1c1 + A2c2 = α3

∫ ξ

a

(ξ – s)2

2
h(s) ds – α2

∫ T

a
(T – s)h(s) ds

+
m∑

j=1

γj

∫ νj

a
(νj – s)h(s) ds, (2.6)

c2 =
1
B

[

–β2

∫ T

a
h(s) ds + β3

∫ ξ

a
(ξ – s)h(s) ds +

m∑

j=1

ρj

∫ νj

a
h(s) ds

]

. (2.7)

Using (2.7) in (2.6) yields

c1 =
1
κ

[

B

(

α3

∫ ξ

a

(ξ – s)2

2
h(s) ds – α2

∫ T

a
(T – s)h(s) ds +

m∑

j=1

γj

∫ νj

a
(νj – s)h(s) ds

)

– A2

(

–β2

∫ T

a
h(s) ds + β3

∫ ξ

a
(ξ – s)h(s) ds +

m∑

j=1

ρj

∫ νj

a
h(s) ds

)]

, (2.8)

where κ , B, and A2 are given by (2.4). Substituting the values of c1 and c2 in (2.5) gives
solution (2.3). The converse of the lemma follows by direct computation. This completes
the proof. �

In view of Lemma 2.1, we transform problem (1.1) into an equivalent fixed point problem

u = Gu, (2.9)

where G : P →P is defined by

(Gu)(t) =
∫ t

a
(t – s)f

(
s, u(s)

)
ds +

1
2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, u(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, u(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, u(s)

)
ds, (2.10)
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and P denotes the Banach space of all continuous functions from [a, T] → R endowed
with the norm ‖u‖ = sup{|u(t)|, t ∈ [a, T]}.

Notice that problem (1.1) has solutions if and only if the operator equation (2.9) has
fixed points.

For the sake of computational convenience, we set

Q =
(T – a)2

2
+

∣
∣
∣
∣
A1(T – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2
+ |β2|(T – a) +

m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]

. (2.11)

2.1 Existence results
In this subsection, we discuss the existence of solutions for problem (1.1). Our first exis-
tence result is based on the following (Schaefer like) fixed point theorem.

Lemma 2.2 ([34]) Let X be a Banach space. Assume that 
 : X → X is a completely con-
tinuous operator and the set Y = {u ∈ X | u = λ
u, 0 < λ < 1} is bounded. Then 
 has a
fixed point in X.

Theorem 2.3 Let f : [a, T] ×R → R be a continuous function. Assume that there exists a
positive constant L1 such that |f (t, u(t))| ≤ L1 for all t ∈ [a, T], u ∈ R. Then problem (1.1)
has at least one solution on [a, T].

Proof In the first step, we show that the operator G defined by (2.10) is completely con-
tinuous. Observe that the continuity of G follows from the continuity of f . For a positive
constant w, let Bw = {u ∈P : ‖u‖ ≤ w} be a bounded set in P . Then, for t ∈ [a, T], it will be
shown that the operator G maps bounded sets into bounded sets of P . For u ∈ Bw, t ∈ [a, T],
we have

∥
∥(Gu)

∥
∥ = sup

t∈[a,T]

{∣
∣
∣
∣
∣

∫ t

a
(t – s)f

(
s, u(s)

)
ds

+
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, u(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, u(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, u(s)

)
ds

∣
∣
∣
∣
∣

}

≤ L1 sup
t∈[a,T]

{
(t – a)2

2
+

∣
∣
∣
∣
A1(t – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2
+ |β2|(T – a)

+
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]}

≤ L1Q,

where Q is defined by (2.11).
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Next we show that the operator G maps bounded sets into equicontinuous sets of P . For
a < t1 < t2 < T and u ∈ Bw, we have

∣
∣(Gu)(t2) – (Gu)(t1)

∣
∣

≤
∣
∣
∣
∣

∫ t1

a

[
(t2 – s) – (t1 – s)

]
f
(
s, u(s)

)
ds +

∫ t2

t1

(t2 – s)f
(
s, u(s)

)
ds

∣
∣
∣
∣

+
∣
∣
∣
∣
A1(t2 – t1)

κ

∣
∣
∣
∣

[

|β3|
∫ ξ

a
(ξ – s)

∣
∣f

(
s, u(s)

)∣
∣ds + |β2|

∫ T

a

∣
∣f

(
s, u(s)

)∣
∣ds

+
m∑

j=1

ρj

∫ νj

a

∣
∣f

(
s, u(s)

)∣
∣ds

]

≤ L1

[

(t2 – t1)(t1 – a) +
(t2 – t1)2

2

]

+ L1
1

|B| (t2 – t1)

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

→ 0 as (t2 – t1) → 0,

independent of u ∈ Bw. Therefore, by the Arzelá–Ascoli theorem, the operator G : P →P
is completely continuous.

Finally, we consider the set V = {u ∈P : u = λGu, 0 < λ < 1} and show that V is bounded.
For u ∈ V and t ∈ [a, T], as before, we can obtain

‖u‖ = supt∈[a,T]
∣
∣λ(Gu)(t)

∣
∣ ≤ L1Q,

where Q is defined by (2.11). This shows that V is bounded. Hence, by Lemma 2.2, problem
(1.1) has at least one solution on [a, T]. �

We make use of Krasnoselskii’s fixed point theorem [34] to establish our next result.

Lemma 2.4 (Krasnoselskii’s fixed point theorem) Let Y be a closed bounded, convex, and
nonempty subset of a Banach space X. Let φ1, φ2 be the operators such that (i) φ1y1 +φ2y2 ∈
Y whenever y1, y2 ∈ Y ; (ii) φ1 is compact and continuous; and (iii) φ2 is a contraction map-
ping. Then there exists y3 ∈ Y such that y3 = φ1y3 + φ2y3.

Theorem 2.5 Let f : [a, T] ×R →R be a continuous function such that the following con-
ditions hold:

(H1) |f (t, u) – f (t, v)| ≤ 
|u – v|, ∀t ∈ [a, T], 
 > 0, u, v ∈ R.
(H2) There exists a function μ ∈ C([a, T],R+) with ‖μ‖ = supt∈[a,T] |μ(t)| such that

|f (t, u)| ≤ μ(t), ∀(t, u) ∈ [a, T] ×R.
Then there exists at least one solution for problem (1.1) on [a, T] if




{∣
∣
∣
∣
A1(T – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2
+ |β2|(T – a) +

m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]}

< 1. (2.12)
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Proof Consider a closed ball Br = {u ∈ P : ‖u‖ ≤ r} with r ≥ Q‖μ‖, where Q is given by
(2.11). Introduce the operators G1 and G2 on Br as follows:

(G1u)(t) =
∫ t

a
(t – s)f

(
s, u(s)

)
ds,

(G2u)(t) =
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, u(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, u(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, u(s)

)
ds.

Notice that G = G1 + G2. For u, v ∈ Br , we have

‖G1u + G2v‖ = sup
t∈[a,T]

{∣
∣
∣
∣
∣

∫ t

a
(t – s)f

(
s, u(s)

)
ds

+
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, v(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, v(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, v(s)

)
ds

∣
∣
∣
∣
∣

}

≤ ‖μ‖ sup
t∈[a,T]

{
(t – a)2

2
+

∣
∣
∣
∣
A1(t – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

]}

≤ ‖μ‖Q ≤ r.

Thus, G1u +G2v ∈ Br , which verifies assumption (i) in Lemma 2.4. Using assumption (H1),
we obtain

‖G2u – G2v‖ = sup
t∈[a,T]

∣
∣
∣
∣
∣

1
2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)

(
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

](
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

](
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

∣
∣
∣
∣
∣
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≤ 


{∣
∣
∣
∣
A1(T – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2
+ |β2|(T – a) +

m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]}

‖u – v‖,

which, in view of condition (2.12), shows that G2 is a contraction.
Next, we show that G1 is compact and continuous. Notice that the continuity of f implies

that the operator G1 is continuous. Also, G1 is uniformly bounded on Br as

‖G1u‖ ≤ ‖μ‖ (T – a)2

2
.

Let us fix sup(t,u)∈[a,T]×Br |f (t, u)| = f̄ , and take a < t1 < t2 < T . Then

∣
∣(G1u)(t2) – (G1u)(t1)

∣
∣ =

∣
∣
∣
∣

∫ t1

a

(
(t2 – s) – (t1 – s)

)
f
(
s, u(s)

)
ds +

∫ t2

t1

(t2 – s)f
(
s, u(s)

)
ds

∣
∣
∣
∣

≤ f̄
∣
∣
∣
∣(t2 – t1)(t1 – a) +

(t2 – t1)2

2

∣
∣
∣
∣ → 0 as (t2 – t1) → 0,

independently of u ∈ Br . This implies that G1 is relatively compact on Br . Hence, it fol-
lows by the Arzelá–Ascoli theorem that the operator G1 is compact on Br . Thus all the
assumptions of Lemma 2.4 are satisfied. In consequence, by the conclusion of Lemma 2.4,
problem (1.1) has at least one solution on [a, T]. �

Remark 2.6 If we interchange the role of the operators G1 and G2 in the previous theorem,
then condition (2.12) takes the form 
 (T–a)2

2 < 1.

In the next result, we make use of Leray–Schauder nonlinear alternative for single-
valued maps to develop existence criteria for solutions of problem (1.1).

Lemma 2.7 (Leray–Schauder alternative [35]) Let C be a closed and convex subset of a
Banach space E and U be an open subset of C with 0 ∈ U . Suppose that V : U → C is a
continuous, compact (that is, V(U) is a relatively compact subset of C) map. Then either
(i) V has a fixed point in U , or (ii) there are u ∈ ∂U (the boundary of U in C) and λ ∈ (0, 1)
with u = λV(u).

Theorem 2.8 Let f : [a, T] ×R →R be a continuous function. Assume that
(H3) There exist a function p ∈ C([a, T],R+) and a nondecreasing function � : R+ → R

+

such that |f (t, u)| ≤ p(t)�(‖u‖), ∀(t, u) ∈ [a, T] ×R;
(H4) There exists a constant M > 0 such that

M
‖p‖�(M)Q

> 1, (2.13)

where Q is given by (2.11).
Then problem (1.1) has at least one solution on [a, T].
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Proof We complete the proof in several steps. In the first step we show that the operator
G : P → P defined by (2.10) maps bounded sets into bounded sets in P . For the positive
number r, let Br = {u ∈P : ‖u‖ ≤ r} be a bounded set in P . Then

∥
∥(Gu)

∥
∥ = sup

t∈[a,T]

∣
∣
∣
∣
∣

∫ t

a
(t – s)f

(
s, u(s)

)
ds

+
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, u(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, u(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, u(s)

)
ds

∣
∣
∣
∣
∣

≤ ‖p‖�(‖u‖) sup
t∈[a,T]

{
(t – a)2

2
+

∣
∣
∣
∣
A1(t – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

]}

≤ ‖p‖�(‖u‖)Q ≤ ‖p‖�(r)Q.

Next we show that G maps bounded sets into equicontinuous sets of P . Observe that the
continuity of G follows from the continuity of f . As shown in the proof of Theorem 2.3,
the operator G : P → P is completely continuous. The result will follow from the Leray–
Schauder nonlinear alternative (Lemma 2.7) once we establish the boundedness of the
set of all solutions to the equation u = λGu for λ ∈ [0, 1]. Let u be a solution. Then, for
t ∈ [a, T], computing as in the first step, we have

∣
∣u(t)

∣
∣ =

∣
∣λ(Gu)(t)

∣
∣ ≤ ‖p‖�(r)Q,

which, on taking the norm for t ∈ [a, T], yields

‖u‖
‖p‖�(r)Q

≤ 1.

In view of (H4), there exists M such that ‖u‖ �= M. Let us set

U =
{

u ∈P : ‖u‖ < M
}

.

Note that the operator G : U → P is continuous and completely continuous. From the
choice of U , there is no u ∈ ∂U such that u = λG(u) for some λ ∈ (0, 1). Consequently, it
follows by Lemma 2.7 that the operator G has a fixed point u ∈ U which is a solution of
problem (1.1). This completes the proof. �



Alsaedi et al. Advances in Difference Equations  (2018) 2018:227 Page 9 of 18

2.2 Uniqueness of solutions
Here we establish the uniqueness of solutions for problem (1.1) by means of Banach’s con-
traction mapping principle.

Theorem 2.9 Assume that f : [a, T] ×R → R is a continuous function satisfying the Lip-
schitz condition (H1). Then there exists a unique solution for problem (1.1) on [a, T] if

 < 1/Q, where Q is given by (2.11).

Proof Let us fix supt∈[a,T] |f (t, 0)| = N , w ≥ QN
1–
Q and show that GBw ⊂ Bw, where Bw =

{u ∈P : ‖u‖ ≤ w}. For any u ∈ Bw, t ∈ [a, T], we find that

∣
∣f

(
s, u(s)

)∣
∣ =

∣
∣f

(
s, u(s)

)
– f (s, 0) + f (s, 0)

∣
∣ ≤ ∣

∣f
(
s, u(s)

)
– f (s, 0)

∣
∣ +

∣
∣f (s, 0)

∣
∣

≤ 
‖u‖ + N ≤ 
w + N .

Then, for u ∈ Bw, we obtain

∥
∥(Gu)

∥
∥ = sup

t∈[a,T]

∣
∣
∣
∣
∣

∫ t

a
(t – s)f

(
s, u(s)

)
ds

+
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, u(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, u(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, u(s)

)
ds

∣
∣
∣
∣
∣

≤ (
w + N) sup
t∈[a,T]

{
(t – a)2

2
+

∣
∣
∣
∣
A1(t – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

]}

≤ (
w + N)Q ≤ w,

where Q is given by (2.11). This shows that GBw ⊂ Bw.
Next we show that the operator G is a contraction. For u, v ∈P , we obtain

‖Gu – Gv‖ = sup
t∈[0,T]

∣
∣Gu(t) – Gv(t)

∣
∣

≤ sup
t∈[a,T]

∣
∣
∣
∣
∣

∫ t

a
(t – s)

(
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

+
1

2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)

(
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

](
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds



Alsaedi et al. Advances in Difference Equations  (2018) 2018:227 Page 10 of 18

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

](
f
(
s, u(s)

)
– f

(
s, v(s)

))
ds

∣
∣
∣
∣
∣

≤ 
‖u – v‖
{

(T – a)2

2
+

|A1(T – a) – A2|
|κ|

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

]}

≤ 
Q‖u – v‖,

where we have used (2.11). By the given assumption 
 < 1/Q, it follows that the operator
G : P → P is a contraction. Thus, by Banach’s contraction mapping principle, we deduce
that the operator G has a fixed point, which corresponds to a unique solution of problem
(1.1) on [a, T]. �

2.3 Examples
In this subsection, we illustrate the results obtained in the last two subsections with the
aid of examples.

Example 2.10 Consider the following non-separated multi-point boundary value prob-
lem:

⎧
⎪⎨

⎪⎩

u′′(t) = 1√
t+8 tan–1 u(t) + sin t, 1 < t < 2,

α1u(1) + α2u(2) = α3
∫ ξ

a u(s) ds +
∑4

j=1 γju(νj),
β1u′(1) + β2u′(2) = β3

∫ ξ

a u′(s) ds +
∑4

j=1 ρju′(νj),
(2.14)

where a = 1, T = 2, m = 4, α1 = 1, α2 = 1/2, α3 = 1, β1 = 1, β2 = 1, β3 = 1, γ1 = 1/4, γ2 = 5/12,
γ3 = 7/12, γ4 = 9/12, ρ1 = 2/5, ρ2 = 11/15, ρ3 = 16/15, ρ4 = 7/5, ξ = 5/4, ν1 = 9/7, ν2 = 79/56,
ν3 = 43/28, ν4 = 93/56. Clearly, |f (t, u)| ≤ π

2
√

t+8 + 1, and |f (t, u) – f (t, v)| ≤ 
|u – v|, with

 = 1/3. Using the given values, we find that |A1| = 0.75 �= 0, |A2| = 0.581845, |B| = 1.85 �= 0,
|κ| = 1.3875 (κ , B, A1, and A2 are given by (2.4)) and Q = 1.583835 (Q is given by (2.11)).
Also we have




{∣
∣
∣
∣
A1(T – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)2

2
+ |β2|(T – a) +

m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]}

≈ 0.361278 < 1,

that is, condition (2.12) is satisfied. Thus all the conditions of Theorem 2.5 are satisfied;
and consequently the conclusion of Theorem 2.5 applies to problem (2.14). On the other
hand, as 
Q ≈ 0.527945 < 1, it follows by Theorem 2.9 that there exists a unique solution
for problem (2.14) on [1, 2].
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Example 2.11 Consider the nonlinear second-order ordinary differential equation

u′′(t) =
7

3
√

t + 48

(
1
5

|u|
|u| + 1

+ sin u +
5
2

)

,

supplemented with the boundary conditions of problem (2.14). Evidently, |f (t, u)| ≤
p(t)�(‖u‖) with �(‖u‖) = ‖u‖ + 27

10 , p(t) = 7
3
√

t+48 and ‖p‖ = 1
3 . Condition (2.13) implies

that M > 1.906557. Thus we deduce by Theorem 2.8 that problem (2.14) has at least one
solution on [1, 2].

3 Ulam stability
In this section, we develop the criteria for Ulam stability of problem (1.1) by means of its
equivalent integral equation

v(t) =
∫ t

a
(t – s)f

(
s, v(s)

)
ds +

1
2κ

∫ ξ

a

[
Bα3(ξ – s) + 2β3η(t)

]
(ξ – s)f

(
s, v(s)

)
ds

–
1
κ

∫ T

a

[
Bα2(T – s) + β2η(t)

]
f
(
s, v(s)

)
ds

+
1
κ

m∑

j=1

∫ νj

a

[
B(νj – s)γj + ρjη(t)

]
f
(
s, v(s)

)
ds, (3.1)

where v ∈P and f : [a, T]×R →R is a continuous function. Next, we define a continuous
nonlinear operator � : P →P as

�v(t) = D2v(t) – f
(
t, v(t)

)
.

Definition 3.1 Problem (1.1) is said to be Ulam–Hyers stable if there exists a real number
c > 0 such that, for each ε > 0 and for each solution v ∈P ,

‖�v‖ ≤ ε, t ∈ [a, T], (3.2)

there exists a solution u ∈P of (1.1) satisfying the inequality

‖u – v‖ ≤ cε1, t ∈ [a, T],

where ε1 is a positive real number depending on ε.

Definition 3.2 Problem (1.1) is generalized Ulam–Hyers stable if there exists � ∈
C(R+,R+) such that, for each solution v ∈ P of (1.1), there exists a solution u ∈ P of (1.1)
with

∣
∣u(t) – v(t)

∣
∣ ≤ �(ε), t ∈ [a, T].

Definition 3.3 Problem (1.1) is Ulam–Hyers–Rassias stable with respect to φ ∈
C([a, T],R+) if there exists a real number c > 0 such that, for each ε > 0 and for each
solution v ∈P of (1.1),

∣
∣�v(t)

∣
∣ ≤ εφ(t), t ∈ [a, T], (3.3)
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we can find a solution u ∈P of (1.1) satisfying the inequality

∣
∣u(t) – v(t)

∣
∣ ≤ cε1φ(t), t ∈ [a, T],

where ε1 is a positive real number depending on ε.

Theorem 3.4 Assume that conditions (H1) and (2.12) hold. Then problem (1.1) satisfies
both Ulam–Hyers and generalized Ulam–Hyers stability criteria.

Proof We know that u ∈ P is a unique solution of (1.1) (see Theorem 2.9). Let v ∈ P be
another solution of (1.1) satisfying (3.2). Observe that the operators � andG–I are equiva-
lent for every solution v ∈P (given by (3.1)) of (1.1). Therefore, by the fixed point property
of the operator G (given by (2.10)) together with (2.9) and (3.2), we have

∣
∣v(t) – u(t)

∣
∣ =

∣
∣v(t) – Gv(t) + Gv(t) – Gu(t)

∣
∣

≤ ∣
∣Gu(t) – Gv(t)

∣
∣ +

∣
∣Gv(t) – v(t)

∣
∣

≤ 
Q1‖u – v‖ + ε, (3.4)

where ε > 0 and 
Q1 < 1 is given by (2.12). Note that Q1 denotes the coefficient of 
 in
(2.12). Taking the norm of (3.4) for t ∈ [a, T] and solving for ‖u – v‖, we obtain

‖u – v‖ ≤ ε

1 – 
Q1
.

If we let ε1 = ε
1–
Q1

and c = 1, then the Ulam–Hyers stability condition is satisfied. More
generally, defining �(ε) = ε

1–
Q1
, the generalized Ulam–Hyers stability condition is also

satisfied. This completes the proof. �

Theorem 3.5 Assume that conditions (H1) and (2.12) hold and there exists a function
φ ∈ C([a, T],R+) satisfying condition (3.3). Then problem (1.1) is Ulam–Hyers–Rassias
stable with respect to φ.

Proof Following the arguments employed in the proof of Theorem 3.4, we can obtain that

‖u – v‖ ≤ ε1φ(t),

with ε1 = ε
1–
Q1

. This completes proof. �

4 An analogue problem with different nonlocal data
This section is devoted to the study of a second-order boundary value problem involving
different nonlocal data given by

⎧
⎪⎨

⎪⎩

u′′(t) = f (t, u(t)), a < t < T , a, T ∈R,
α1u(a) + α2u(T) = α3

∫ ξ

a u(s) ds +
∑m

j=1 γju(νj),
β1u′(a) + β2u′(T) = β3

∫ ζ

a u′(s) ds +
∑m

j=1 ρju′(ν̂j),
(4.1)
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where f : [a, T]×R →R is a given continuous function, a < ξ < ζ < ν1 < ν̂1 < ν2 < ν̂2 < · · · <
νm < ν̂m < T , and αi,βi ∈ R (i = 1, 2, 3), γj,ρj ∈ R

+ (j = 1, 2, . . . , m). The fixed point problem
associated with problem (4.1) is u = Ĝu, where Ĝ : P →P is defined by

(Ĝu)(t) =
∫ t

a
(t – s)f

(
s, u(s)

)
ds –

1
ε

∫ T

a

[
Jα2(T – s) + β2F(t)

]
f
(
s, u(s)

)
ds

+
F(t)
ε

[

β3

∫ ζ

a
(ζ – s) +

m∑

j=1

ρj

∫ ν̂j

a

]

f
(
s, u(s)

)
ds

+
1
F1

[

α3

∫ ξ

a

(ξ – s)2

2
+

m∑

j=1

γj

∫ νj

a
(νj – s)

]

f
(
s, u(s)

)
ds, (4.2)

ε = JF1, F(t) = F1(t – a) – F2, J = β1 + β2 – β3(ζ – a) –
∑m

j=1 ρj �= 0, F1 = α1 + α2 – α3(ξ – a) –
∑m

j=1 γj �= 0, F2 = α2(T – a) – α3
(ξ–a)2

2 –
∑m

j=1 γj(νj – a).
Let us set

Q̂ =
(T – a)2

2
+

∣
∣
∣
∣
F1(T – a) – F2

ε

∣
∣
∣
∣

[

|β3| (ζ – a)2

2
+ |β2|(T – a) +

m∑

j=1

ρj(ν̂j – a)

]

+
1

|F1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2
+

m∑

j=1

γj
(νj – a)2

2

]

. (4.3)

Employing the strategy used in Sect. 3, we can obtain the existence results for problem
(4.1) with the aid of the operator Ĝ : P → P and the constant Q̂ respectively defined by
(4.2) and (4.3).

5 An integro-differential problem with non-separated type strip multi-point
boundary conditions

In this section, we consider the following second-order integro-differential boundary
value problem:

⎧
⎪⎨

⎪⎩

u′′(t) = λ1f (t, u(t)) + λ2
∫ t

a g(s, u(s)) ds, a < t < T , a, T ,λ1,λ2 ∈R,
α1u(a) + α2u(T) = α3

∫ ξ

a u(s) ds +
∑m

j=1 γju(νj),
β1u′(a) + β2u′(T) = β3

∫ ξ

a u′(s) ds +
∑m

j=1 ρju′(νj),
(5.1)

where f : [a, T] ×R→R, g : [a, T] ×R→R are given continuous functions, a > 0, a < ξ <
ν1 < ν2 < · · · < νm < T , and αi,βi ∈ R (i = 1, 2, 3), γj,ρj ∈R

+ (j = 1, 2, . . . , m).
The fixed point problem associated with (5.1) is u = Ḡu, where Ḡ : P →P is defined by

(Ḡu)(t) =
∫ t

a
(t – s)

(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)

ds

+
1

2κ

∫ ξ

a

{
(
Bα3(ξ – s) + 2β3η(t)

)
(ξ – s)

×
(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)}

ds

–
1
κ

∫ T

a

{
(
Bα2(T – s) + β2η(t)

)
(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)}

ds
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+
1
κ

m∑

j=1

∫ νj

a

{
(
B(νj – s)γj + ρjη(t)

)

×
(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)}

ds, (5.2)

where κ , and η(t) are given by (2.4). Now, we set

Q̄ = λ1Q + λ2Q̄1, (5.3)

where Q is defined by (2.11) and

Q̄1 =
(T – a)3

3!
+

∣
∣
∣
∣
A1(T – a) – A2

κ

∣
∣
∣
∣

[

|β3| (ξ – a)3

3!
+ |β2| (T – a)2

2

+
m∑

j=1

ρj
(νj – a)2

2

]

+
1

|A1|

[

|α3| (ξ – a)4

4!
+ |α2| (T – a)3

3!
+

m∑

j=1

γj
(νj – a)3

3!

]

. (5.4)

In the following result, we prove the uniqueness of solutions for problem (5.1) by means
of Banach’s contraction mapping principle. For that we need the following assumption:

(H5) |g(t, u) – g(t, v)| ≤ 
1|u – v|, ∀t ∈ [a, T], 
1 > 0, u, v ∈R.

Theorem 5.1 Let f , g : [a, T] ×R → R be continuous functions satisfying conditions (H1)
and (H5), respectively. Then the boundary value problem (5.1) has a unique solution on
[a, T] if


λ1Q + 
1λ2Q̄1 < 1, (5.5)

where Q and Q̄1 are respectively given by (2.11) and (5.4).

Proof In the first step, we define Bw̄ = {u ∈ P : ‖u‖ ≤ w̄}, where supt∈[a,T] |f (t, 0)| = N ,
supt∈[a,T] |g(t, 0)| = N1, w̄ ≥ λ1NQ+λ2N1Q̄1

1–
λ1Q–
1λ2Q̄1
, and show that ḠBw̄ ⊂ Bw̄ (the operator Ḡ is de-

fined by (5.2)). Then, for any u ∈ Bw̄, t ∈ [a, T], we have

∣
∣f

(
s, u(s)

)∣
∣ =

∣
∣f

(
s, u(s)

)
– f (s, 0) + f (s, 0)

∣
∣ ≤ ∣

∣f
(
s, u(s)

)
– f (s, 0)

∣
∣ +

∣
∣f (s, 0)

∣
∣

≤ 
‖u‖ + N ≤ 
w̄ + N .

Similarly, one can find that |g(s, u(s))| ≤ 
1w̄ + N1. Then, for u ∈ Bw̄, we obtain

∥
∥(Ḡu)

∥
∥ = sup

t∈[a,T]

{∣
∣
∣
∣
∣

∫ t

a
(t – s)

(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)

ds

+
1

2κ

∫ ξ

a

{
(
Bα3(ξ – s) + 2β3η(t)

)
(ξ – s)

[

λ1f
(
s, u(s)

)

+ λ2

∫ s

a
g
(
p, u(p)

)
dp

]}

ds –
1
κ

∫ T

a

{
(
Bα2(T – s) + β2η(t)

)

×
(

λ1f
(
s, u(s)

)
+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)}

ds
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+
1
κ

m∑

j=1

∫ νj

a

{
(
B(νj – s)γj + ρjη(t)

)
(

λ1f
(
s, u(s)

)

+ λ2

∫ s

a
g
(
p, u(p)

)
dp

)}

ds

∣
∣
∣
∣
∣

}

≤ (
w̄ + N)λ1 sup
t∈[a,T]

{
(t – a)2

2
+

|A1(t – a) – A2|
|κ|

(

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

)

+
1

|A1|

(

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

)}

+ (
1w̄ + N1)λ2 sup
t∈[a,T]

{
(t – a)3

3!

+
|A1(t – a) – A2|

|κ|

(

|β3| (ξ – a)3

3!
+ |β2| (T – a)2

2
+

m∑

j=1

ρj
(νj – a)2

2

)

+
1

|A1|

(

|α3| (ξ – a)4

4!
+ |α2| (T – a)3

3!
+

m∑

j=1

γj
(νj – a)3

3!

)}

≤ (
w̄ + N)λ1Q + (
1w̄ + N1)λ2Q̄1 ≤ w̄,

where Q and Q̄1 are given by (2.11) and (5.4), respectively. This shows that ḠBw̄ ⊂ Bw̄.
Next we show that the operator Ḡ is a contraction. Let u, v ∈ P . Then, using (2.11) and

(5.4), we obtain

‖Ḡu – Ḡv‖ = sup
t∈[0,T]

∣
∣Ḡu(t) – Ḡv(t)

∣
∣

≤ sup
t∈[a,T]

∣
∣
∣
∣
∣

∫ t

a
(t – s)

(

λ1
(
f
(
s, u(s)

)
– f

(
s, v(s)

))

+ λ2

∫ s

a

(
g
(
p, u(p)

)
– g

(
p, v(p)

))
dp

)

ds

+
1

2κ

∫ ξ

a

{
(|Bα3|(ξ – s) + 2

∣
∣β3η(t)

∣
∣
)
(ξ – s)

×
(

λ1
(
f
(
s, u(s)

)
– f

(
s, v(s)

))
+ λ2

∫ s

a

(
g
(
p, u(p)

)
– g

(
p, v(p)

))
dp

)}

ds

–
1
κ

∫ T

a

{
(
Bα2(T – s) + β2η(t)

)

×
(

λ1
(
f
(
s, u(s)

)
– f

(
s, v(s)

))
+ λ2

∫ s

a

(
g
(
p, u(p)

)
– g

(
p, v(p)

))
dp

)}

ds

+
1
κ

m∑

j=1

∫ νj

a

{
(
B(νj – s)γj + ρjη(t)

)
(

λ1
(
f
(
s, u(s)

)
– f

(
s, v(s)

))

+ λ2

∫ s

a

(
g
(
p, u(p)

)
– g

(
p, v(p)

))
dp

)}

ds

∣
∣
∣
∣
∣
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≤ ‖u – v‖
{


λ1 sup
t∈[a,T]

{
(t – a)2

2
+

|A1(t – a) – A2|
|κ|

[

|β3| (ξ – a)2

2

+ |β2|(T – a) +
m∑

j=1

ρj(νj – a)

]

+
1

|A1|

[

|α3| (ξ – a)3

3!
+ |α2| (T – a)2

2

+
m∑

j=1

γj
(νj – a)2

2

]}

+ 
1λ2 sup
t∈[a,T]

{
(t – a)3

3!

+
|A1(t – a) – A2|

|κ|

[

|β3| (ξ – a)3

3!
+ |β2| (T – a)2

2
+

m∑

j=1

ρj
(νj – a)2

2

]

+
1

|A1|

[

|α3| (ξ – a)4

4!
+ |α2| (T – a)3

3!
+

m∑

j=1

γj
(νj – a)3

3!

]}}

≤ {
λ1Q + 
1λ2Q̄1}‖u – v‖,

which, in view of condition (5.5), implies that the operator Ḡ is a contraction. Thus, by
Banach’s contraction mapping principle, we deduce that the operator Ḡ has a unique fixed
point, which corresponds to a unique solution of problem (5.1) on [a, T]. �

Example 5.2 Consider the following second-order integro-differential boundary value
problem:

⎧
⎪⎨

⎪⎩

u′′(t) = λ1f (t, u(t)) + λ2
∫ t

a g(s, u(s)) ds, t ∈ [1, 2],
α1u(a) + α2u(T) = α3

∫ ξ

a u(s) ds +
∑4

j=1 γju(νj),
β1u′(a) + β2u′(T) = β3

∫ ξ

a u′(s) ds +
∑4

j=1 ρju′(νj),
(5.6)

where f (t, u(t)) and all the constants ξ , αi, βi (i = 1, 2, 3), γj, νj, ρj (j = 1, . . . , 4) are the same
as in Example 2.10. Further, we take λ1 = 1, λ2 = 1, and

g
(
t, u(t)

)
=

4
7
√

t2 + 3
tan–1 u(t) +

1
5

e–t ,

which satisfies (H5) with 
1 = 2
7 . Further, we obtain Q̄1 = 0.479676 (Q̄1 is defined by (5.4))

and 
λ1Q + 
1λ2Q̄1 ≈ 0.664995 < 1. Clearly all the conditions of Theorem 5.1 are satisfied.
Hence it follows by Theorem 5.1 that there exists a unique solution for problem (5.6) on
[1, 2].

Remark 5.3 Existence results analogous to the ones for problem (1.1) can be obtained for
problem (5.1) in a similar manner.

6 Conclusions
We have discussed the existence and uniqueness of solutions and Ulam stability for
second-order boundary value problems involving nonlocal non-separated type integral
multi-point boundary conditions on an arbitrary domain. An associated boundary value
problem involving integro-differential equations is also investigated. Our results are not
only new in the given configuration, but also specialize to several results by fixing the
values of parameters and constants involved in the problems. We believe that the present
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work is a useful contribution to the existing literature on the second-order boundary value
problems.
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