Sui and Sun Advances in Difference Equations (2018) 2018:233 ® Advances in Difference Equations
https://doi.org/10.1186/513662-018-1654-3 a SpringerOpen Journal

RESEARCH Open Access

. . . . @CrossMark
Oscillation of third order nonlinear

damped dynamic equation with mixed
arguments on time scales

Ying Sui' and Shurong Sun'"

“Correspondence:
sshrong@163.com Abstract
'School of Mathematical Sciences,

University of Jinan, Jinan, PR. China The objective of this paper is to offer sufficient conditions for the oscillation of all

solutions of the third order nonlinear damped dynamic equation with mixed
arguments of the form

((r ™))™ 20 + pOY (ty™ (a)) +a0F (4, y(g®)) =0

on time scales, where a(t) > t and g(t) < t. Using Riccati transformation, integral
averaging technique, and comparison theorem, we give some new criteria for the
oscillation of the studied equation. Our results essentially improve and complement
the earlier ones.

MSC: 26E70;34C10

Keywords: Time scales; Oscillation; Mixed arguments; Damped

1 Introduction
This paper deals with oscillatory behavior of all solutions of the third order nonlinear

damped dynamic equation with mixed arguments of the form

(2 (r(*)) )@ + pOY (6.5 (a0)) + aO)f (6.¥(2(8)) =0, €1, (1.1)

where I = [y, 00)T, @ > 1 is the ratio of positive odd integers. In the sequel, assume that
the conditions are satisfied:
(H1) r1,r,p,q € Ca(L,RY), a € Cy(I,R), g € C}d(l, R), where R* = (0, 00);
(H2) a(t) >o(t) >t g(t) <t g() > 0and g(t) — oo as t — oo;
(H3) ¢,f € C(T x R,R) such that ¥ (£, x(¢)) > kix*(t), ¥ (£, —x(t)) = =¥ (¢, %(¢)), and
f(t,%(t)) > max{kox? (), koxP (o (£))}, £ (¢, —x(2)) = =f (¢, %(t)), and x(t) is defined on
T, ki1, ko are constants, 8 is the ratio of positive odd integers.
We define

R(tt)—/t As R(tt)—/t As
1\6 1) = " r%/a(s)’ 2\ 81) = " Y'Q(S)
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and

R (68) = /t(Rz(s, tl))l/aAs
t r1(s)
for ty < t; <t < 00, and assume that
Ri(t, ) —> 00, t—> 0 (1.2)
and
Ry(t, ty) — 00, t—> 00. (1.3)

Let T be a time scale with sup T = co. We only consider these solutions of (1.1) which
exist on some half-line [£y, co)r and satisfy sup{|x(¢)| : t; < ¢ < 00} > 0 for any #; > ;. If
7,1 (%)%, ra(r (y*)9)A € CL([t),00),R) and y satisfies (1.1) on [¢,,00)7 for some ¢, > £,
then the function y is called a solution of (1.1). A solution y(£) of (1.1) is said to be os-
cillatory if it is neither eventually positive nor eventually negative, otherwise it is called
nonoscillatory. The equation itself is called oscillatory if all of its solutions are oscillatory.

In recent years, there has been an increasing interest in studying the oscillation of so-
lutions of the equations, we refer the readers to [1-13] and the references cited therein.
The dynamic equations with deviating arguments are deemed to be adequate in modeling
of the countless processes in all areas of science. As is well known, a distinguishing fea-
ture of delay dynamic equations under consideration is the dependence of the evolution
rate of the processes described by such equations on the past history. This consequently
results in predicting the future in a more reliable and efficient way, explaining at the same
time many qualitative phenomena such as periodicity, oscillation or instability. Contrari-
wise, advanced dynamic equations can find use in many applied problems whose evolu-
tion rate depends not only on the present, but also on the future, it also plays a vital role.
The dynamic equations with mixed arguments have both advanced arguments and delay
arguments, and have both properties.

In 2017, Baculikova [3] studied the oscillatory behavior of the second order advanced
differential equation

y'(8) + pt)y(o(2)) =0,

where o (t) > ¢, and amended some oscillatory criteria for the second order advanced dif-
ferential equation.

And there are many results on the oscillation of the delay dynamic equation, we refer the
readers to [4—8, 10—13] and the references cited therein. The study of dynamic equation
with mixed arguments is also of great significance, due to the comprehensive use in natural
science and theoretical study.

In 2014, Adivar et al. [8] studied the oscillation of the third order delay and advanced
dynamic equations

(56 0)) " +awrtle) =0

a(t)
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and

(—l—@A@»Q)AA=quy(xkaﬂ)+pam(4kuﬂ)

a(t)
on [ty, 00) such that ¢ € T and £y > 0, where « is the ratio of two positive odd integers.

However, to the best of our knowledge, there is very little known about the oscillatory
behavior of dynamic equation with mixed arguments on time scales. And there are no
known results regarding the oscillation of third order dynamic equation with mixed ar-
guments of type (1.1). More exactly, the existing literature does not provide any criteria
which ensure oscillation of all solutions of equation (1.1).

In view of the above motivation, our aim in this paper is to present sufficient conditions
which ensure that all solutions of (1.1) are oscillatory. We give some new criteria for the
oscillation of (1.1) by using the Riccati transformation and the integral averaging tech-
nique. Moreover, we present a new comparison theorem for deducing the oscillation of
(1.1) from the oscillation of a suitable second order advanced dynamic equation. Thus,
our method essentially simplifies the examination of the third order equation; and what
is more, it supports backward the research on the second order advanced dynamic equa-
tion. For the study of oscillation of the advanced equation, we refer the readers to [3, 9,
10]. Indeed, there are no known results about the oscillation of the third order damped
advanced dynamic equation in the form of (1.1) when g(¢) = 0. And there are the results
of the third order delay dynamic equation in the form of (1.1) when p(¢t) = 0. Our results
essentially improve and complement the earlier ones. We also repair some of results of
Bohner et al. [4].

2 Preliminaries

As usually, studying the properties of oscillatory solutions of (1.1), we can restrict our at-
tention only to positive ones. In this section, we derive some new properties of oscillatory
solutions of (1.1) that will be used for establishing new oscillatory criteria. Let

Loy®) =y(8), L) = (rn(»*)") @),
Loy®) = (n(n (™)) ) @), Ly = (rn(n (")) %) @)

Definition 2.1 For functionf : T — R, we define the derivative f* as follows: Let ¢ € T. If
there exists a number « € R such that for all ¢ > 0 there exists a neighborhood U of ¢ with

[f(a(t)) —f(s) —a(a(t) —s)| < £|a(t) —s|

for all s € U, then f is said to be differentiable at ¢, and we call o the delta derivative of f
at ¢ and denote it by f2(¢).

Lemma 2.1 Assume that (1.1) is nonoscillatory and y is a nonoscillatory solution of (1.1)
on [t1,00)T, t1 > to. Then there exists t, € [t1,00)7 such that one of the following cases holds
for all sufficiently large t > t,:
(1) Lsy(t) <0, Lyy(t) >0, Lyiy(t) > 0; (2.1)
(@) Ly®)<0,  Ly®)>0,  Liy(t)<0. (2.2)
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Proof If y is a nonoscillatory solution of (1.1) on [¢;, 00)T, say y(¢) > 0, ¥(g(¢)) > O for t >
t1 > tp. Since p,q € Coy(I,R*), ¥,f € C(T x R, R), then, it is easy to see that

Lsy(t) = —-p&)y (£,y* (a(®))) - q()f (:¥(g(®))) < 0,

then L,y(¢) is decreasing on [¢;, 00)T, which implies Lyy(£) does not change sign eventually,
then there exists £, > ¢; such that either Lyy(£) > 0 or Lyy(t) < 0 for any ¢ > ¢,.

Next, assume that Lyy(¢) < 0, then L1y(t) is decreasing and L;y(¢) > 0 or Lyy(¢) < O for
t>1t3>t. If L1y(t) > 0, we have

t

As

trL
P ©s- Lo+ [ 220

Lly(lf) = Lly(tz) + /

[5)

t
< Liy(ty) + Lyy(t2) / ——As
ty 7"2(3)

= Lly(tz) + Lzy(tz)Rz(t, tz) for any { > t3 > by, (23)

and (1.3) would imply L;y(t) — —oco as t — 0o, which is a contradiction to the positivity
of L1y(t). Further, if L1y(¢) < 0, then by integration of

arn (LN (Liy®) "
Y m‘(mn) 5( n(t)) ’

we obtain y(¢) < O for all large ¢, which is a contradiction. Altogether, Lyy(£) > 0 on [¢3, 00)T.

This completes the proof. O

Lemma 2.2 Suppose that (2.1) of Lemma 2.1 holds and y is a nonoscillatory solution of
(11), t>t >t Then

Ll_y(f) > Ry (t, tl)Lzy(t) fOl” allt >t (2.4)
and
y(t) = R (t,11)(Lay)V*(8) forallt > t,. (2.5)

Proof If y is a nonoscillatory solution of (1.1), and y(¢) > 0, y(g(¢)) > 0 for £ > £; > £,. Since
Lyy(t) > 0, then

Liyt) = Liy(tr) + / (L) (©)As = / (Ly)™ () As

t t
- / LN [ B0 s - Rote, )Ly
t at

ra(s) ra(s)

Thus

1/a
o0 (42) "t
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Now, integrating the above inequality from #; to ¢, we have

t(RZ(sr tl)
r1(s)

¢ 1/a
z[/ (M) As](Lm”“(t):R*<t,t1><Lzy>”°‘<t> fort=1.

t t 1/a
3O) = y(t) + / YA (5)As > / YA (6)As > / ) (Loy)"*(s) As

5] 51

ri(s)
This completes the proof. O

Lemma 2.3 ([11, 12]) Assume that B > 0 is the ratio of positive odd integers and x(t) €
Crld(I, R). Then

Bx(o ()P 1x2(t), 0<B<1,

B2
) Bx(0)P~ (), B=1

Lemma 2.4 ([14] (Theorem 1.14) (Mean value theorem)) Let f be a continuous function
on |a, b] that is differentiable on [a, b). Then there exist n,& € [a, b) such that

f()f

e =—————=f>().

3 Oscillation results

Now we are prepared to provide our main oscillatory theorems. By using the Riccati trans-
formation and the integral averaging technique due to Philos [15], we establish new oscil-
lation results for (1.1). Firstly, let us introduce now the class of functions P which will be
used in this section. Let

Dy = {(t,s)']]‘ E>8> to} and D= {(t,S)’]I‘ E>8> to}.
A function H € C,4(D,R) is said to belong to the class P if

H(t’ S) > 0’ (tr S)T € DO»
H(t,s)=0, s=t,

and H(t,s) has a continuous and nonpositive partial derivative on Dy with respect to the
second variable, and for a positive continuous function /,

—H’(¢t,s) = h(t,s)VH(t,s), (¢ 5)T € Do.

When H(t,s) = (t — s)", n € N, the Philos-type conditions reduce to the Kamenev-type

ones.

Theorem 3.1 Assume that (1.2) (1.3) hold, o > B. If there exist a function m € C,4(I,R)
such that m(t) > 0 and a function H(t,s) € P satisfying

P2(t,s)
4B(s)

lim sup

msup - 1) |:k2m s)q(s)H(t,s) —

:|As =00 foralllarget>t;, (3.1
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where

P(t,s) = h(t,s) - A(s)v/H(t,s),

and

A

Alt) = PO Ry (0 (8), 11),

m(o( t) m(n(t))rl u(t

B(t) = ¢ m(t)m™(0 (1)g™ () (R* (g0 (1)), )P~ (G

Moreover, if every solution of the equation

(r2®)2 () - Q)z(alt)) = 0 (3.2)
is oscillatory, where

kyp(t)
ri(a(t))’ f=h

Q(t) = ckag(t)(Ry (a0),g(®)))” -

for all constants c,c* > 0. Then every solution y(t) of (1.1) or Lyy(¢) is oscillatory.

Proof If y is a nonoscillatory solution of (1.1) on [£1,00)T, t1 > t,. Assume that y(¢) > 0 and
y(g(t)) > 0 for ¢ > t;. By the proof of Lemma 2.1, we have that two cases of Lemma 2.1 hold.
Now, we shall show that in each case we are led to a contradiction.

Case (1). Suppose that (2.1) of Lemma 2.1 holds. Define the following Riccati transfor-

mation:
W(t)=m(t)yﬁgig), t € [t1,00)T. (3.3)
Then w(¢) > 0, and
A _ LZy(t) ]A
R
Ly (L) W) - Ly )]
=m0 ey T Y0P (glo 1)
_ mh(t) Loy)@®) . Ly@®Peo)*
= o)) MO o) " Oy e )

. (34)

_ mh () m(t) (L))" () ) Ly’ @)
= e "D @) e "D " e @)

By (H3) and y(g(c (£))) > y(g(t)), we have f(t,y(g(2))) > k2P (g(o (£))). From (1.1) and (2.4),
then

m () m(t) (L) (o)
o@D o) @) )
m® (1) () ppliya®) + q@f e @)
= e oo L0 @)

w(a(t))
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m? (1) PO Ly y(o (£))m(t) OqOf ¢ y(g(t)
= e w(o (1) - m(a(t))Lzy(o(t)) w(o (1) - m(o(t))Lgy(o(t)) (U(t))
m?(£) kim(t)p(t)
= e ") e On@o)

_|: mi(t)  km(t)p(e)
“Lmlo@)  mo@)ri(ale

Ry(a (), t1)w(o (t)) — karm()g(2)

))Rz (o(2), tl)] w(o (2)) — kam(t)q(t)
= A@t)w(o (t)) — kom(t)g(2).

Now, according to the method given in [16], and by Lemma 2.3, we have

B-1 A’ 0 <1,
(yﬁ (g(t)))A > 'B(y(g(a(t))l) (J’(g(i))) <B <
B (g@))t,  B=>1.

Then, if o () > ¢, by Lemma 2.4, we get

s Yglo(®) —yg®) yglo®))-yg®) A AfgyoA
(e®))" = st " go)_gn & OVEL0

where & € [g(t),g(0 (1))). If o (£) = £, we obtain g(o (1)) = o (g(£)) = g(¢) and
(1)) =¥ () (®).

Moreover, since Lyy(£) > 0, which implies that r,(£)(y (£))* is increasing, then
&))" =ri(g®) (" (€®))"

that is,

1/a
yAE) = (rlr(j;))) ¥4 (g(0)),

thus

1/
b)) = (HE5)) o).
Then, for0< g <1,

Ly®b eon® _ (o) m(t)Lyy(o () [y* (g(e)]*

_m(t)yﬂ @®)yPglo(®) — m(o (t))y* (g(o (1))
) m(t)ly? (g(t)]®
=-w(o®) m(o(t))yﬂ@(w»)
< —fo () OBY &l ri"e®)y* ()
- M(o(t))yﬂ (g(a(t)))r”“(é )
1/a
-Bw (()) “Or " ¢) )yA(gt) 0<p<1.

(G(t))y(g(d(t)))r”a )’
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And for 8 > 1,

23101 (C(CC)) . (o) m(t)Loy(o ()1’ g())>

Y (g@)yP(glo(t) — m(o )y (g(2))y? (g(o (2)))
o m(®)ly? (g(e))*
- W("(”)m(au))yﬂcg(t))
— /a
S_W@“»mt)ﬁlw % )y (g(®)
iMdWW@@V“@
. m(t)Bg™ (t)ry"* (g()y" (®)
= wlo(®) m(a(t))y(g D) E)
)ri(g(6)y™ (g(2)
1.
plo)” o(t))y(g(o(t)))r /“(s) Pz
Altogether, for all 8 > 0, one has
L L@ @) m(e)y* €0)g* Or' ()
"0 ooy = )

m(o (O)y(g(o ()™ (&)

Then (3.4) implies that

m(t)y™ (g(t)g (O)ry* (g(t))
m(o ()y(glo@))riE)

wh(t) < A(O)w(o () — kam(£)q(t) - ﬂw(o(t))

By (2.4), we have

1 1/ R (t),t) 1/ »
y“(g(t))=(mm(g<t>)) z( j‘lg(g(t))l) (Loy(g(0))"

R , 1/ »
(B4

Further,

y*(g(0) >( Ro(g(t), 1) )”‘"m““<<f<f>><L2y>”°‘("“”yﬂfa-l<g(o<t>)>

e ) = \meO)nE@) Y (glo (1))
‘ R (t), t ) 1/a y .
(3:4)(m(;((2g))r1<£(t>)> W @) e @)

Then (3.6) implies that

wh(t) < A(Ow(o () - kam(£)gq(2)

ar - m(t)g* ()R, (g(t) tr)
—ﬂWl/ 1(o(t))yﬂ/ 1(g(0(t))) m1‘/i+1(g(t))l(§/“(§)l.

Page 8 of 17

(3.7)
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What is more,

nO0°)" O = Lo =Ly + [ L)*Oassira [ 5

Lyiy(t1)
RZ(ti tl)

=Liy(t1) + ciRy(t, 1) = |:

- |: Liy(t1)
T LRy(t2, 1)

+01]R2(t,t1)

+ Cl:IRz(t, ) = C1Ry (L, 1)

holds for all ¢ > ¢, where ¢; = Lyy(¢1) and ¢; = ¢1 + RL2 1(};;21)) . And

! tr/c 1/a
s [ s [ (2252)

t ~ R ,t 1/a
<y(tr) + / (Cl 2ls ”) As=y(ts) + SR (8, 1)
t )"1(3)

_ J’(tz) ~1/a | px J’(tz) ~1/a | px _ *
= [R*(t,tl) +¢ }R (th) < |:R*(t2,t1) +¢ ]R (t,t1) = caR*(t, t1) (3.8)

holds for all £ > ¢, > t;, where ¢, = Rf((g)tl) + E%/“. By (3.3) and (2.5), we have

w0 = S <O = O 0.8)) Y g0), ez
(3.9)
Using (3.8) in (3.9), we get
w(t) < &P m@e) (R (g0 1)) P, t> b (3.10)
Using (3.8) and (3.10) in (3.7), we obtain
wi(0) < A)w(o (1)) - kam(t)g(2)
~w2(o(0) | B “miom (o (0)* o) *(g(a<t>>,t1))“(’%)w}
< AOw(o () - kam(t)q(t) - BOW (o (), t= 1, (3.11)

where ¢* = 8.
Next,

f tkzm(s)q(s)H (t,8)As
< /tH(t, s){—wA(s) + A(s)w(o (s)) — B(s)w? (0 (s))}As

t

- —H(L‘,s)w(s)|z[1 + /t{HAS(t,s)w(a(s)) +H(t,5)[A(s)w(o (5)) — B(s)w? (o (s)) ]} As



Sui and Sun Advances in Difference Equations (2018) 2018:233 Page 10 of 17

=H(t, t1)w(t1) — / {H(t, $)B(s)w? (0 (s)) + w(a (s)) [ljz(t,s)\/H(t, s) — H(t,s)A(s)]}As

t P(t,s) | ¢ P2(t,s)
:H(t’tl)w(tl)‘/tl {\/m Bs)w(o(s)) + > st)} AS+/t1 43(5 As
t p2
SH(t,tl)w(t1)+/ IZL;,S;)AS' (3.12)
Therefore,
' P2(t,s)
Hon) ), [’QM(S)q(S)H(t,s)— 1B0) ]Assw(tl),

which contradicts with (3.1).
Case (2). Suppose that (2.2) of Lemma 2.1 holds. Now, for v > u > t,, we have

y(u) > y(u) - y(v)
- _/Vrl—l/a(t)(rl(t)(yA(t))a)l/aAr > (/V,qlla(T)Ar> (_Lly(v))l/a
= Ri(v, ) (-Liy() "

Letting u = g(t) and v = a(?),

y(g(®)) > Ry (a(®), g(t))(—Lly(a(t)))l/ “ =Ry (a(t),g@®))x(a(t))

for a(t) > g(t) > t,, where x(¢) = (=L1y(£))V/* > 0 for ¢ > t,. By (H3) and y(g(¢)) > y(g(c (2))),
we have f(t,y(g(t))) > k2y® (g(¢)). Then from (1.1) and combined with the fact that x(¢) is
decreasing, we get

(rng)A(t) + Mz(a(t)) > kgq(t)(Rl(a(t),g(t)))ﬂz(a(t))zﬂ/o‘_1 (a(?)),
ri(a(t))

where z(t) = x*(t) > 0. Since z(t) is decreasing and o > B, there exists a constant ¢; > 0

such that z#/¢=1(¢) > ¢, for t > t,. Then

(r222) 2 (0) > kag(£) (Ry (a(0), g(0)) ) 2 (a(£))2P* " (a(®)) - k() z(al?))
ri(a(?))

. [cmq(t)(zel (at)g®)) - 22D }z(am).

ri(a(t))

This gives
(n2%)%(0) = QW)z(alt), (3.13)
then

(r2®)% () - Q®)z(a(t)) = 0. (3.14)
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And z(t) is an eventually positive solution of inequation (3.14). Integrating y(¢) = —z*(¢) > 0
from t; to ¢t > t;, we obtain

t
2(t) = 2(ty) - / )As
51
then we have

a(t)
z(a(t)) = z(t)) - f y(s)As,

2]

and (3.14) can be written as

a(t)
(ra)2 () + Q(t) (Z(tl) - / y(S)AS) <0, t=>t. (3.15)

4]

Integrating (3.15) from ¢ to u > t > t; and u — 00, we obtain

1 +00 a(s)
oz | Q(s)(Z(tl)— f y(r)Ar)As. (3.16)

Now define the sequence {x;(£)}jen,: %o(t) = ¥(2):

+00 a(s)
x1(t) = ﬁ/: Q(s) (z(tl) —/ x,»(t)Ar) As, jeNpt>1t. (3.17)

t
Then by (3.16) we get

0<uxi(t) <y(t), and x1(f) <x(t), jeNo,t=>t.

So we obtain that the sequence {x;(f)}jen, is positive and nonincreasing on j. Then we
define

x(t) = lim x;(¢) > 0.
I*)OO

By the Lebesgue control convergence theorem [17], from (3.17), we have

+00 a(s)
ra(0)(0) = / Q(s)<Z(t1)— / x(r)Ar)As,

t

then

a(t)
(ra(£)x(0)"> = -Q(t) <z(t1) - / x(s)As). (3.18)

t

Let

v(t) = z(ty) — /tx(s)As >0
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and
vA(E) = —x(b). (3.19)
From (3.18) we get

(ra (W2 ()" = =(n@x(2)" = Qe)v(al?)), (3.20)

where

a(t)
v(a(t)) =z(t1) —/ x(s)As.

t

By (3.19), (3.20), we get

(rav*)2(8) - Q(e)v(a(d)) = 0.

So visapositive solution of (3.2), which contradicts with (3.2) is oscillatory. This completes
the proof. O

Theorem 3.2 Assume that the hypotheses of Theorem 3.1 hold, except (3.1). Moreover,
suppose that, for all t € I,

lifn sup /t [I<2m(s)q(s) - 2;8 ] As = 00. (3.21)

Then every solution y(t) of (1.1) or Lyy(t) is oscillatory.

Proof If yis anonoscillatory solution of (1.1) on [#;, 00)1. Assume that y(¢) > 0 and y(g(¢)) >
0 for ¢ > ;. By the proof of Lemma 2.1, we have that two cases of Lemma 2.1 hold.

Case (1). Suppose that (2.1) of Lemma 2.1 holds, then proceeding as in the proof of
Theorem 3.1, we obtain (3.11), then

wh(t) < A@Q)w(o (0)) — kam(t)gq(t) — BE)w (o (2))

A(t) )2 A(2)
2/B®) " 4B()
A%(t)

< —kam(t)q(t) + 1B0)’ t>t. (3.22)

= —kym(t)q(t) - ( B(t)w(o(t)) -

Integrating (3.22) from ¢, to ¢, we get

t A2
/ [kzqu(s) - 438}“ < Wits) - w(t) < w(ts),

which contradicts with (3.21).
Case (2). The proof of the case if (2.2) of Lemma 2.1 holds is similar to the proof of
Theorem 3.1 and hence it is omitted. O
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Theorem 3.3 Assume that the hypotheses of Theorem 3.1 hold, except (3.1). Moreover,
suppose that, for every t; > ty,

Hi(t,
(I) O0<inf|liminf (&,s) < 00,
s>t | t—oo H(t tl)
1 L P2t
(II) limsup (&,s) As < 00,

t—00 H(t tl) t B(S)

and there exists W € C,y(I) such that

(111) / V2 (0 (s))B(s)As = o0, .. (s) = max{y (s),0},

2]

(IV)  limsup

1 P2(t,s)
P HG D) ]AS

/ [k2m<s>q<s)H(t,s)— e

> Y (t).

Then every solution y(t) of (1.1) or Lyy(t) is oscillatory.

Proof If yis anonoscillatory solution of (1.1) on [#;, 00)1. Assume that y(¢) > 0 and y(g(#)) >
0 for ¢ > ;. By the proof of Lemma 2.1, we have that two cases of Lemma 2.1 hold.

Case (1). Suppose that (2.1) of Lemma 2.1 holds, then proceeding as in the proof of
Theorem 3.1, we obtain (3.12), then

/t kom(s)q(s)H (¢, s)As

t

2
G / s ;s /[ VHGIWVBEW(o(s) + 2P<;2)} As

By (IV), we get

t 2
vin) =timsw g (1 tt) J, [kzm(S)q(s)H (t,s) - 1;1(;;,5;) } As
<w(t)
2
_lltrgéng( et ) [W B(s)w(o(s) + 2\(&%] As forallfy > to,

which implies that

Y(t) <w(t), t>t, (3.23)
and
2
hgéng( / [\/H(t s)v/ B(s) w( ) P(t_s) ] < 00. (3.24)
Now, define

a() = gom J HE9)BOW o (s)As,  t>h,
o) = gom Ji VHG P s)w(o (s)As, > 1.
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It follows from (3.24) that

liminf[c;(£) + c2(8)] < o0. (3.25)
t—00
Suppose that
/ w? (a (s))B(s) As = 00, (3.26)
1
ie.,
tl_l)IIolo c1(t) = o0. (3.27)

In fact, let / be an arbitrary positive number. By condition (I) we can take a constant § with

inf [ 1iming Z2&9)

>8>0.
s>t1| t—oo H(t, 1)

Since (3.26), there exists T} > £; such that

forall t > Tj.

[ W)=

Then, for every ¢ > t;, we have

1 t s A
Cl(t)zH(t,tl)/tl H(t,s‘)[/t1 wz(o(é))B(%‘)AS] As

a(s)
1

__1 ‘ 2 s
- Hen /n U: w (a(E))B(o(S))AE}[ H(t,9)]As,

and consequently we have, for ¢t > T > ¢,

1 t a(s)
00> o [ [ wle@)see)ac| [ a)as

1/8 ¢ I H(t, T)
> — —H%(t,5)|As = - .
- H(t)tl) Tl[ ( )] 8 H(t1 tl)

But

. . H(t; Tl)
lim inf >4,
f—o0 H(ty tl)

we can choose T] > T > t; so that

H(t, T7)
H(t, t)

) (3.28)
for every t > T7. Thus
c1(¢)>1 forallt> Ty,

which proves (3.27), since / > 0 is arbitrary.
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Next, we consider a sequence (¢,),-1,23,. in the interval (¢;, 00)r with lim,_, o, ¢, = 00
and

lim [c1(g)) + c2(@y) ] = liminf[c1 (2) + e2(2)].
V—00 t—00
Since (3.25), there exists a constant M so that
alpy)+ole)<M (v=1,2,3,...). (3.29)

Furthermore, (3.27) guarantees that

lim ¢;(p,) = 0. (3.30)
V—>00

Hence (3.29) implies
lim ¢y(p,) = —00. (3.31)
V—>00

From (3.29) and (3.30), for sufficiently large v, we derive

Ca ((pv) M 1
+ < <.
cle) ~ cale) 2

Thus
1
210D <—— foralllarge v,
Cl(‘pv) 2
from (3.31),
2
im 2% _ oo (3.32)
=00 c1(¢y)
On the other hand, by Holder’s inequality [18], for any positive integer v, we have
200 = [ b Higmswlo) as)
() = ——— P(p,, )V H(p,,s)w(o(s))As
2% HZ((/)V! tl) {v/t; ¢ v ( }
<[ — [Py AM — [ Haow( ())B()A]
— 18)——<AS || —— v )W (o (8))B(s)As
= Heot) Jy T B0 [ Higow) Jy Y

1 Py ) 1
= [m /t1 P (wv’s)mAs}Cl(%),

then

2oy 1 o 1
(%) < —/ P*(¢,,5)——As for all large v.
algy) ~ Hipwt1) Jy B(s)

By (3.28), we obtain

H(§0w Tl)

>§ for sufficiently large v,
H(pnt1) e
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therefore

) 1 ov 1
() <= / P*(¢,,s)——As for all large v.
1 (901/) ) H((ﬂv: tl) t B(S)

Because of (3.32), we get

li L f P( ) A (3.33)
im —— s S s = .
w25 H(py, 1) v < )
Thus
lim su 2( s)—As—oo,
P H( ) ), B(s)

which contradicts with condition (II). We have thus proved that (3.26) fails. So, it holds
that

/00 w? (a (s))B(s)As < 00.
T

0

By (3.23) and v, (s) = max{y(s), 0}, we get

/ wf(a(s))B(s)Asff wz(o(s))B(s)As< 00,
To To
which yields a contradiction to condition (III). This completes the proof.
Case (2). The proof of the case if (2.2) of Lemma 2.1 holds is similar to the proof of
Theorem 3.1 and hence it is omitted. a

4 Examples
Example 4.1 As an illustrative example, we consider the following equation:

/// -3
t)+E)/(2t)+t y( ) 0, t>2. (4.1)
Here T=R*,and a = B =1, 11(t) = 1, ra(t) = 1, p(t) = 5, ¥ (t,%) = %, a(t) = 2t, q(t) = £,
f(t,x) —x,g(t) = 5, to=2.Bytakingm(t) = 1,c=ky =ky = 1,¢; = 3, H(¢,s) = (t—s)*, we have
Q@) = %2 And R((£,2) = Ry(t,2) = f; 1ds — oo as t — 0o, we see that (1.2) and (1.3) are
clearly satisfied. By Corollary 1 of [3], we obtain that the equation

1
Z'(t) + Ez(Zt) =0

is oscillatory. It is easy to check that all hypotheses of Theorem 3.1 are satisfied, so we get
that equation (4.1) is oscillatory.

5 Summary
We present some new theorems for the oscillation of (1.1) by using the Riccati transfor-
mation, the integral averaging technique, and a new comparison theorem. Our method
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essentially simplifies the examination of the third order equation and, what is more, our
results here extend and complement some of results of Bohner et al. In addition, the next
step that can be done is as follows:
1. It would be of interest to consider (1.1) and try to obtain some oscillation criteria if
p(t) <0orq(t) <0.
2. We can consider the dynamic equation with advanced nonlinear term, that is, when

g(t) > t is considered.
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