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Abstract
We investigate a finite-time synchronization problem of hybrid-coupled delayed
dynamical network via pinning control. According to linear feedback principle and
finite-time control theory, the finite-time synchronization can be achieved by pinning
control with suitable continuous finite-time controller. Some sufficient conditions are
given for finite-time synchronization of undirected and directed complex network by
applying finite-time stability lemma. Numerical simulations are finally presented to
demonstrate the effectiveness of the theoretical results.
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1 Introduction
Complex networks are commendably in a position to describe many complex models of
connection by natural science, social science, management science, engineering technol-
ogy, and other fields. It depends on mathematics, statistical physics, computer, and other
science as tools and aims at complex systems. Therefore, complex networks are an inter-
discipline that develops rapidly in the st century []. In the past decades, with the gradual
deepening research of the theory and application of complex networks, people start trying
to investigate different large complex systems in the real world by this novel theory tools
[–], such as Internet, ecological systems, biological neural networks, social networks,
and world wide web. Synchronization is a kind of phenomena that exists extensively in
the nature and human society. In the meantime, it is one of dynamic behaviors of com-
plex networks. Nowadays, synchronization of complex networks has been an significant
research orientation in the network science [].

In recent years, the synchronization problem of complex networks has attracted more
and more attention from different areas, such as mathematics, physical science, commu-
nication, engineering, and so on. There are some control schemes to accomplish the syn-
chronization of a complex network, such as pinning control [–], adaptive control [, ],
impulsive control [, ], and the like. Pinning control is one of the effective methods in
the synchronization control of a complex network, and this way is simple, practical, and
economic. Because pinning controllers are applied to merely need a small part of nodes to
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drive the system in order to achieve the synchronization of complex network, and it is im-
possible to achieve synchronization by controlling all nodes in the reality. In the pinning
control of a complex network, it is common knowledge that one of the most challenging
problems is how to select pinned nodes to guarantee the convergence of the pinning pro-
cess. In [], the authors have proved that a class of linear coupled complex networks can
achieve synchronization when the coupling strength is sufficiently large by pinning a part
of nodes.

As everyone knows, time delay is a very common phenomenon in real complex systems.
On account of the speeds of transmission, spreading, and traffic congestion, a signal trav-
eling through a complex network is often united with time delay. That is, there is some
information communication of nodes not only at time t but also at time t – τ . In realistic
situations, moreover, there exists much more complex and uncertain information com-
munication in complex networks, and time delay is not simple just like xi(t – τ ) but much
more like xi(t – τ(t)), xi(t – τ(t)), and xi(t – τ(t)). They are called multitime delay and
time-varying delay. Consequently, it is necessary to investigate the influence of time delay
on the synchronization of a complex network. In some of the previous literature, such as
Refs. [–, , ], they established some complex models with either no time delay or
only single time delay xi(t – τ ), which is significantly different from complex systems of
real world.

Throughout this paper, the network model comes from [], where pinning synchroniza-
tion of directed delayed dynamical networks via intermittent control was investigated.
There are two types of time delay, coupling delay and internal delay. Furthermore, cou-
pling delay is caused by exchange of information between nodes, and internal delay occurs
inside the system. In addition, the coupling terms are including transmission delay and
self-feedback delay. To our best knowledge, delay is likely to influence the own state of a
node and neighboring state. In realistic situations, the transmission delay is different from
the self-feedback delay. In [], the coupling term is written as �(xj(t – τ (t)) – xi(t – σ (t))).
Therefore, both the coupling and internal delays should be taken into account in a realis-
tic system of complex network. However, the synchronization of a complex network with
time delay is often achieved for finite time [, , –] in practical applications. In other
words, people are looking forward to achieving the synchronization of a complex network
as fast as possible in reality, and the finite-time synchronization means the improved con-
vergence rate in a complex network. It is significant to investigate the finite-time synchro-
nization of a complex network in practice. Nevertheless, in [], the asymptotic stability
or exponential stability of the synchronization error is just investigated. Hence, the main
purpose of this paper is to achieve the finite-time synchronization of a complex network
with multitime delay and time-varying delay by pinning control. Furthermore, in the pa-
per, the finite-time synchronization problem is described from two aspects, undirected
network [] and directed network [, ].

Motivated by the aforementioned discussions, the main objective of this paper is to in-
vestigate the finite-time synchronization problem of hybrid-coupled complex dynamical
networks with different feedback delays and internal delays via using pinning control. By
adding finite-time pinning controllers to partial nodes and building a novel differential in-
equality, some sufficient conditions are derived to ensure the finite-time synchronization
of complex dynamical networks. The minimal number of pinned nodes can be identified
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from the proposed conditions. Numerical simulations are described to display the effec-
tiveness of the theoretical results.

The paper is structured as follows. Section  provides some mathematical preliminaries
and formulates a model with a finite-time synchronization of a delayed complex network.
In Section , we give some sufficient finite-time synchronization conditions and propose
pinned-node schemes that include undirected network and directed network. Numerical
simulations are given in Section  to verify the effectiveness of the theoretical results.
Finally, the paper is concluded in Section .

2 Problem description
In this section, we consider a complex network consisting of N nodes with each being an
n-dimensional dynamical system. The complex network is described by

ẋi(t) = f
(
t, xi(t), xi

(
t – τ(t)

))
+ c

N∑

j=,j �=i

b
ij�

(
xj(t) – xi(t)

)

+ cτ

N∑

j=,j �=i

b
ij�τ

(
xj

(
t – τ(t)

)
– xi

(
t – τ(t)

))
, (.)

where i = , , . . . , N , xi(t) = (xi(t), xi(t), . . . , xin(t))T ∈ Rn is the state vector of node i,
f : R × Rn × Rn → Rn is a continuous vector-valued function controlling the dynamics
of isolated nodes, the time-varying delays τ(t), τ(t), and τ(t) are bounded by known
constants, that is,  ≤ τ(t) ≤ τ,  ≤ τ(t) ≤ τ, and  ≤ τ(t) ≤ τ, in which τ(t) denotes
the internal delay occurring inside the nodes, τ(t) represents the transmission delay for
signal sent from node j to node i, and τ(t) is the self-feedback delay. The positive constants
c and cτ are the coupling strengths, � = (γij)n×n and �τ = (γ τ

ij )n×n are the inner connect-
ing matrices, and B = (b

ij)N×N and B = (b
ij)N×N are the outer coupling matrices between

the nodes. The most difference between undirected and directed networks is their outer
coupling matrices.

In the undirected network, the outer coupling matrices are defined to satisfy the follow-
ing conditions:

If there exists a connection between nodes i and j, then bk
ij = bk

ji > , and otherwise bk
ij =

bk
ji =  (i �= j), k = , . Moreover, bk

ii = –
∑

j=,j �=i bk
ij, k = , .

In the directed network, the outer coupling matrices are defined to satisfy the following
conditions:

bk
ij ≥ , i �= j, bk

ii = –
∑

j=,j �=i

bk
ij, k = , .

Based on the above two conditions, we can rewrite the network model (.) as follows:

ẋ(t) = f
(
t, xi(t), xi

(
t – τ(t)

))
+ c

N∑

j=

b
ij�xj(t) + cτ

N∑

j=

b
ij�τ xj

(
t – τ(t)

)

– cτ b
ii�τ

(
xi

(
t – τ(t)

)
– xi

(
t – τ(t)

))
, i = , , . . . , N . (.)

Therefore, the finite-time synchronization problem of the complex network (.) is de-
scribed as follows.
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There exists a time t∗ >  such that, for all i, j and t ≥ t∗, we have ‖xi(t) – s(t)‖ = ,
i = , , . . . , N . Here, s(t) may be an equilibrium point, a periodic orbit, or a chaotic or-
bit. Then, the network (.) reaches complete synchronization in finite time, and we have
the following synchronized state equation:

ṡ(t) = f
(
t, s(t), s

(
t – τ(t)

))
– cτ b

ii�τ

(
s
(
t – τ(t)

)
– s

(
t – τ(t)

))
, i = , , . . . , N . (.)

Obviously, the synchronized state s(t) is uniform. Hence, to achieve the complete syn-
chronization of network (.) in finite-time, let b

 = b
 = · · · = b

NN = –a < . Under this
condition, the synchronized state equation (.) can be written as

ṡ(t) = f
(
t, s(t), s

(
t – τ(t)

))
+ acτ�τ

(
s
(
t – τ(t)

)
– s

(
t – τ(t)

))
. (.)

In this paper, to achieve synchronization in finite time, we take advantage of the scheme
of pinning control [, –], finite-time controllers ui(t), and synchronized solution s(t)
of complex network (.), that is,

lim
t→t∗

∥∥xi(t) – s(t)
∥∥ = , i = , , . . . , N . (.)

To reach the control target, some controllers are added to partial nodes of network (.).
Without loss of generality, let the first l ( ≤ l < N ) nodes to be selected and pinned. Then
we have the following controlled delayed network:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẋi(t) = f (t, xi(t), xi(t – τ(t))) + acτ�τ (xi(t – τ(t)) – xi(t – τ(t)))

+ c
∑N

j= b
ij�xj(t)+cτ

∑N
j= b

ij�τ xj(t – τ(t))+ui(t),  ≤ i ≤ l,

ẋi(t) = f (t, xi(t), xi(t – τ(t))) + acτ�τ (xi(t – τ(t)) – xi(t – τ(t)))

+ c
∑N

j= b
ij�xj(t)+cτ

∑N
j= b

ij�τ xj(t – τ(t)), l +  ≤ i ≤ N ,

(.)

where ui(t) are controllers defined as follows:

ui(t) = –diei(t) – k′
(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

– k′ sign
(
ei(t)

)
– k′

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

– k′
(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖ ,  ≤ i ≤ l, (.)

where, di >  is a positive constant called the control gain, k′, k, k, and k are positive
constants. Let ei(t) = xi(t) – s(t),  ≤ i ≤ N , be synchronization errors. Let B̂s = (B̂ +
B̂T )/, where B̂ is a modified matrix of B via replacing the diagonal elements b

ii by
(ρmin/ρ)b

ii; here ρmin is the minimum eigenvalue of the matrix (�+�T )/. By IN we denote
the n-dimensional identity matrix. Assume that ρmin >  and ‖�‖ = ρ > . On the basis
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of the control laws (.), the error system is governed as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ėi(t) = f̃ (t, xi, s, xτ
i , sτ ) + acτ�τ (ei(t – τ(t)) – ei(t – τ(t))) + c

∑N
j= b

ij�ej(t)

+ cτ

∑N
j= b

ij�τ ej(t – τ(t)) + ui(t),  ≤ i ≤ l,

ėi(t) = f̃ (t, xi, s, xτ
i , sτ ) + acτ�τ (ei(t – τ(t)) – ei(t – τ(t))) + c

∑N
j= b

ij�ej(t)

+ cτ

∑N
j= b

ij�τ ej(t – τ(t)), l +  ≤ i ≤ N ,

(.)

where f̃ (t, xi, s, xτ
i , sτ ) = f (t, xi(t), xi(t – τ(t))) – f (t, s(t), s(t – τ(t))).

The following assumptions and lemmas are needed to derive our main results.

Assumption  ([]) The vector-valued function f (t, xi(t), xi(t –τ(t))) satisfies the uniform
semi-Lipschitz condition with respect time t, that is, for any x(t), y(t) ∈ Rn, there exist
positive constants L >  and L >  such that

(
x(t) – y(t)

)T(
f
(
t, x(t), x

(
t – τ(t)

))
– f

(
t, y(t), y

(
t – τ(t)

)))

≤ L
(
x(t) – y(t)

)T(
x(t) – y(t)

)
+ L

(
x
(
t – τ(t)

)
– y

(
t – τ(t)

))T

× (
x
(
t – τ(t)

)
– y

(
t – τ(t)

))
. (.)

Assumption  The time-varying delays τi(t) (i = , , ) are differentiable functions, and
 ≤ τ̇i(t) ≤ ψi ≤ , where ψi (i = , , ) are constants.

Lemma  ([]) If Y and Z are real matrices of appropriate dimensions, then there exists a
positive constant ξ >  such that

Y T Z + ZT Y ≤ ξY T Y +

ξ

ZT Z. (.)

Lemma  ([]) Assume that Q = (qij)N×N is symmetric. Let D = diag(d, . . . , dl,
N–l

︷ ︸︸ ︷
, . . . , ),

Q – D =
( E–D̃ S

ST Ql

)
, and d = min≤i<l{di}, where  ≤ l < N , di > , i = , . . . , l, Ql is the minor

matrix of Q by removing its first l ( ≤ l < N ) row-column pairs, E and S are matrices of
appropriate dimensions, D̃ = diag(d, . . . , dl). If d > λmax(E – SQ–

l ST ), then Q – D <  is
equivalent to Ql < .

Lemma  ([]) For x, x, . . . , xn ∈ Rn,

‖x‖ + ‖x‖ + · · · + ‖xn‖ ≥
√

‖x‖ + ‖x‖ + · · · + ‖xn‖. (.)

Lemma  ([, , ]) Suppose that a continuous and positive definite function V (t) sat-
isfies the inequality

V̇ (t) ≤ –pV ξ (t), ∀t ≥ t, V (t) ≥ , (.)

where p >  and  < ξ <  are two constants. For any given time t, V (t) satisfies the following
inequality: V –ξ (t) ≤ V –ξ (t) – p( – ξ )(t – t), t ≤ t ≤ t, and V (t) ≡  for all t ≥ t with
t given by t = t + V –ξ (t)/[p( – ξ )].
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3 Main results
3.1 Finite-time synchronization problem of undirected network
Theorem  Suppose that Assumption  holds. Suppose that there exist positive constants
ς, ς, ς, q, and di, i = , . . . , l, such that

() (p + q)IN + cρB̂ – D < ,
() L – –ψ

 k < ,
() acτ

λmax(�T
τ �τ )

ς
+ 

ς
– –ψ

 k < ,

() acτ
λmax(�T

τ �τ )
ς

– –ψ
 k < ,

() t∗
 = t +

√


k′ V 
 (t),

where V (t) = 

∑N

i= eT
i (t)ei(t) + 

 k
∑N

i=
∫ t

t–τ(t) eT
i (s)ei(s) ds + 

 k
∑N

i=
∫ t

t–τ(t) eT
i (s) ×

ei(s) ds + 
 k

∑N
i=

∫ t
t–τ(t) eT

i (s)ei(s) ds, ei(t) and τi(t) (i = , , ) are initial conditions
of ei(t) and τi(t), p = L + acτ

ς
 + acτ

ς
 + ς

 λmax(BBT )λmax(�τ�
T
τ ), D = diag(d, . . . , dl,

N–l
︷ ︸︸ ︷
, . . . , ), and q = 

 k + 
 k + 

 k. Then the complex network (.) can achieve synchro-
nization in finite-time t ≤ t∗

 .

Proof Construct a Lyapunov-Krasovskii functional as follows:

V (t) =



N∑

i=

eT
i (t)ei(t) +




k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

+



k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds +



k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds. (.)

Taking the derivative of V (t) with respect to time t along the solution of network (.), we
obtain

V̇ (t) =
N∑

i=

eT
i (t)

[

f̃
(
t, xi, s, xτ

i , sτ
)

+ acτ�τ

(
ei

(
t – τ(t)

)
– ei

(
t – τ(t)

))

+ c
N∑

j=

b
ij�ej(t) + cτ

N∑

j=

b
ij�τ ej

(
t – τ(t)

)
+ ui(t)

]

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+




k

N∑

i=

eT
i (t)ei(t)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+




k

N∑

i=

eT
i (t)ei(t)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+




k

N∑

i=

eT
i (t)ei(t). (.)

Using Assumption , we have

N∑

i=

eT
i (t)f̃

(
t, xi, s, xτ

i , sτ
) ≤ L

N∑

i=

eT
i (t)ei(t) + L

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
. (.)
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Then we get

V̇ (t) ≤ L

N∑

i=

eT
i (t)ei(t) + L

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+ acτ

N∑

i=

eT
i (t)�τ ei

(
t – τ(t)

)

– acτ

N∑

i=

eT
i (t)�τ ei

(
t – τ(t)

)
+ c

N∑

i=

N∑

j=,j �=i

b
ije

T
i (t)�ej(t) + c

N∑

i=

b
iiρmineT

i (t)ei(t)

+ cτ

N∑

i=

N∑

j=

b
ije

T
i (t)�τ ej

(
t – τ(t)

)
+

N∑

i=

eT
i (t)ui(t) +




k

N∑

i=

eT
i (t)ei(t)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

+



k

N∑

i=

eT
i (t)ei(t) +




k

N∑

i=

eT
i (t)ei(t)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
. (.)

From Lemma  and the property of the Kronecker product of the matrices we derive the
following inequalities:

acτ

N∑

i=

eT
i (t)�τ ei

(
t – τ(t)

)

≤ acτ



[

ς

N∑

i=

eT
i (t)ei(t) +


ς

N∑

i=

eT
i
(
t – τ(t)

)
�T

τ �τ ei
(
t – τ(t)

)
]

≤ acτ

ς



N∑

i=

eT
i (t)ei(t) + acτ

λmax(�T
τ �τ )

ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
, (.)

–acτ

N∑

i=

eT
i (t)�τ ei

(
t – τ(t)

)

≤ acτ



[

ς

N∑

i=

eT
i (t)ei(t) +


ς

N∑

i=

eT
i
(
t – τ(t)

)
�T

τ �τ ei
(
t – τ(t)

)
]

≤ acτ

ς



N∑

i=

eT
i (t)ei(t) + acτ

λmax(�T
τ �τ )

ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
, (.)

N∑

i=

N∑

j=

b
ije

T
i (t)�τ ej

(
t – τ(t)

)

= eT (t)
(
B ⊗ �τ

)
e
(
t – τ(t)

)

≤ 


[
ςeT (t)

(
BBT ⊗ �τ�

T
τ

)
e(t) +


ς

eT(
t – τ(t)

)
(IN ⊗ In)e

(
t – τ(t)

)]
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≤ ς


λmax

(
BBT)

λmax
(
�τ�

T
τ

) N∑

i=

eT
i (t)ei(t)

+


ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
. (.)

Substituting (.)-(.) into (.) gives

V̇ (t) ≤ L

N∑

i=

eT
i (t)ei(t) + L

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

+ acτ

λmax(�T
τ �τ )

ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+ acτ

ς



N∑

i=

eT
i (t)ei(t)

+ acτ

ς



N∑

i=

eT
i (t)ei(t) + acτ

λmax(�T
τ �τ )

ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

+ c
N∑

i=

N∑

j=,j �=i

b
ijρ

∥∥eT(t)
∥∥∥∥ej(t)

∥∥ + c
N∑

i=

b
iiρmineT

i (t)ei(t)

+
ς


λmax

(
BBT)

λmax
(
�τ�

T
τ

) N∑

i=

eT
i (t)ei(t)

+


ς

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)

–
 – τ̇(t)


k

N∑

i=

eT
i
(
t – τ(t)

)
ei

(
t – τ(t)

)
+ q

N∑

i=

eT
i (t)ei(t)

– k′
N∑

i=

eT
i (t)

[

diei(t) + sign
(
ei(t)

)
+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

]

. (.)

Letting e(t) = (eT
 (t), eT

 (t), . . . , eT
N (t))T, we obtain




eT (t)e(t) =



N∑

i=

∥∥ei(t)
∥∥ =




N∑

i=

eT
i (t)ei(t) = V (t). (.)
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Then, from (.) we have

V̇ (t) ≤ LeT(t)e(t) + LeT(
t – τ(t)

)
e
(
t – τ(t)

)
+ acτ

ς


eT(t)e(t)

+ acτ

λmax(�T
τ �τ )

ς
eT(

t – τ(t)
)
e
(
t – τ(t)

)
+ acτ

ς


eT(t)e(t)

+ acτ

λmax(�T
τ �τ )

ς
eT(

t – τ(t)
)
e
(
t – τ(t)

)
+ cρeT(t)B̂e(t)

+
ς


λmax

(
BBT)

λmax
(
�τ�

T
τ

)
eT(t)e(t) +


ς

eT(
t – τ(t)

)
e
(
t – τ(t)

)

–
 – τ̇(t)


keT(

t – τ(t)
)
e
(
t – τ(t)

)
–

 – τ̇(t)


keT(
t – τ(t)

)
e
(
t – τ(t)

)

–
 – τ̇(t)


keT(

t – τ(t)
)
e
(
t – τ(t)

)
+ q

N∑

i=

eT
i (t)ei(t) – DeT(t)e(t)

– k′
N∑

i=

eT
i (t)

[

sign
(
ei(t)

)
+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

]

. (.)

According to Theorem , Assumption , and Lemma , it follows from (.) that

V̇ (t) ≤ (
p + cρB̂ + q – D

)
eT(t)e(t) +

(
L –

 – ψ


k

)
eT(

t – τ(t)
)
e
(
t – τ(t)

)

+
(

acτ

λmax(�T
τ �τ )

ς
+


ς

–
 – ψ


k

)
eT(

t – τ(t)
)
e
(
t – τ(t)

)

+
(

acτ

λmax(�T
τ �τ )

ς
–

 – ψ


k

)
eT(

t – τ(t)
)
e
(
t – τ(t)

)

– k′
N∑

i=

eT
i (t)

[

sign
(
ei(t)

)
+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

]

≤ –k′
N∑

i=

eT
i (t)

[

sign
(
ei(t)

)
+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖
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+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 
 ei(t)
‖e(t)‖

]

≤ –k′
N∑

i=

eT
i (t)

ei(t)
‖e(t)‖

[(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


+

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


+
∥
∥ei(t)

∥
∥
]

≤ –k′
N∑

i=

∥∥ei(t)
∥∥ – k′

N∑

i=

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


– k′
N∑

i=

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


– k′
N∑

i=

(

k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


≤ –
√

k′
(




N∑

i=

e
i (t) +




k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

+



k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds +



k

N∑

i=

∫ t

t–τ(t)
eT

i (s)ei(s) ds

) 


= –
√

k′V

 (t). (.)

According to Lemma , the complex network (.) can achieve synchronization in finite
time

t ≤ t +
√


k′ V


 (t). (.)

Therefore, the proof is completed. �

Remark  Let Q = (p + q)IN + cρB̂, (p + q)IN + cρB̂ – D = Q – D =
( E–D̃ S

ST Ql

)
, and d =

min≤i≤l{di}, where Ql is the minor matrix of Q by removing its first l ( ≤ l < N ) row-
column pairs, E and S are matrices of appropriate dimensions, and D̃ = diag(d, . . . , dl). By
Lemma  we know that Q – D <  is equivalent to Ql <  and that d > λmax(E – SQ–

l ST ). If d
can be sufficiently large (let di > λmax(E – SQ–

l ST ), i = , . . . , l), then Q – D <  is equivalent
to Ql < , where Ql = (p + q)IN–l + cρB̂

l with B̂
l the minor matrix of B̂ by removing its

first l ( ≤ l < N ) row-column pairs.

Corollary  We discuss about how to select pinned nodes and how many nodes are pinned
at least in an undirected network. Let C = Q – D = (p + q)IN + cρminB – D, C = (Cij)N×N .
Let gi =

∑N
j=,j �=i b

ij be the total weights between node i and all other nodes, where gi denotes
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the degree of node i. To satisfy C = Q – D < , the necessary conditions are as follows:

Cii = (p + q) – cρmingi – di < ,  ≤ i ≤ l,

Cii = (p + q) – cρmingi < , l +  ≤ i ≤ N .
(.)

From (.) we can see that, for the nodes without pinning controllers. it is necessary
to make their degrees gi > p+q

cρmin
. When the coupling strength c is very large, the pinning

condition is easily to be arrived. In other words, the degree of each node satisfies C < 
[]. But, if c is not very large, then the nodes with low degrees should be controlled by
controllers. As we all know, the nodes with low degrees receive a little information from
other nodes, which need to be synchronized by controllers because of the nonlinearity of
single node. Similarly, the nodes with high degrees receive more information from other
nodes, that is, controlling one node with high degrees is equivalent to controlling some
or dozens of nodes. Therefore, we should choose two kinds of nodes with low and high
degrees in the undirected network. Firstly, we rearrange the nodes by size of degree in
descending order. Then, we select pinned nodes from both sides to the middle. In this
way, the nodes with low and high degrees can be taken into consideration.

According to Remark , for the sake of achieving the synchronization in finite-time, the
condition Q – D <  needs to be satisfied, and when d is sufficiently large, Q – D <  is
equivalent to Ql < , that is, (p + q)IN–l + cρB̂

l < . We can certainly assume that at least
l nodes need to be pinned so as to accomplish condition Ql < , where l pinned-nodes
satisfy

λmax
(
B̂

l–
) ≥ –

(p + q)
cρ

and λmax
(
B̂

l

)
< –

(p + q)
cρ

, (.)

where  ≤ l ≤ l. We project to select l nodes and rearrange nodes of the complex network.
Next, the value of λmax(B̂

l ) is calculated, and when l = l –  and l = l satisfy (.), the
number of pinned nodes is presented, that is, at least l = l.

3.2 Finite-time synchronization problem of directed network
Theorem  Suppose that Assumption  holds. Suppose that there exist positive constants
ς, ς, ς, q, and di, i = , . . . , l, such that

() (p + q)IN + cρB̂s – D < ,
() L – –ψ

 k < ,
() acτ

λmax(�T
τ �τ )

ς
+ 

ς
– –ψ

 k < ,

() acτ
λmax(�T

τ �τ )
ς

– –ψ
 k < ,

() t∗
 = t +

√


k′ V 
 (t).

Theorem  is similar to Theorem , except condition (). To construct symmetrical outer
coupling matrices, we change the outer coupling matrix B

l by B̂s
l . The proving process

of a directed network is similar to that of an undirected network. Thus we omit it here.
According to Lemma , the complex network (.) can achieve the synchronization in
finite time

t ≤ t∗
 = t +

√


k′ V

 (t). (.)
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Corollary  Comparing a directed network with an undirected network, the difference is
in selection of pinned nodes. For a directed network, the degrees of one node are divided into
two classes, out-degree and in-degree. Out-degree denotes that the quantity of a node point
to other nodes, and in-degree represents that the quantity of other nodes points to the node.
In this paper, let Degout(i) and Degin(i) denote, respectively, the in-degree and out-degree of
node i, that is, Degout(i) =

∑N
j=,j �=i b

ji and Degin(i) =
∑N

j=,j �=i b
ij. The difference between out-

degree and in-degree is called the degree-difference of nodes expressed by Degdiff (i). Hence,
Degdiff (i) = Degout(i) – Degin(i).

The pinned-nodes are selected in terms of the degree-difference of nodes. Rearrange
the nodes in descending order according to their degree-differences and the nodes with
same degree-differences rearrange in descending order according to their out-degrees.

For achieving the synchronization of a complex network in finite time, how many nodes
need to be pinned at least? The method is similar to that for undirected networks. That
is, condition Q – D <  needs to be satisfied, and when d is sufficiently large, Q – D <  is
equivalent to Ql < , right now, Ql = (p + q)IN–l + cρB̂s

l . Namely, (p + a)IN–l + cρB̂s
l < .

We assume that the number of at least l nodes need to be pinned so that accomplish
condition Ql < , where l satisfies

λmax
(
B̂s

l–
) ≥ –

(p + q)
cρ

and λmax
(
B̂s

l

)
< –

(p + q)
cρ

. (.)

4 Numerical simulations
In this section, some numerical simulations are given to demonstrate the effectiveness
of the theoretical results for the finite-time synchronization. In the first place, a delayed
neural network is selected as the isolated node in complex network (.):

ẋ(t) = f
(
t, x(t), x

(
t – τ(t)

))
= Ax(t) + Cg

(
x(t)

)
+ Cg

(
x(t – τ)

)
. (.)

Let x(t) = (x(t), x(t))T ∈ R, g(x) = g(x) = (tanh(x), tanh(x))T, τ = , and

A =

[
– 
 –

]

, C =

[
 –.

–. .

]

, C =

[
– –.

–. –

]

.

Figure  shows that system (.) is chaotic.
Then, based on (.), the controlled synchronization state equation is described by

ṡ(t) = As(t) + Cg
(
s(t)

)
+ Cg

(
s(t – τ)

)
+ acτ�τ

(
s
(
t – τ(t)

)
– s

(
t – τ(t)

))
. (.)

Next, we consider an undirected network consisting of  nodes, and the model is de-
scribed by

ẋi(t) = Ax(t) + Cg
(
x(t)

)
+ Cg

(
x(t – τ)

)
+ acτ�τ

(
xi

(
t – τ(t)

)
– xi

(
t – τ(t)

))

+ c
N∑

j=

b
ij�xj(t) + cτ

N∑

j=

b
ij�τ xj

(
t – τ(t)

)
, i = , , . . . , , (.)
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Figure 1 The chaotic state of system (4.1) with initial conditions x1(τ ) = 0.3 and x2(τ ) = 0.8, where
τ ∈ [–1, 0].

Figure 2 The relationship between the number of pinned-nodes and maximum eigenvalues.

where, � = diag(., ), �τ = diag(, ), c = , cτ = , τ(t) = et/( + et), and τ(t) =
.|cos(t)|. According to the BA model [], we can know that the coupling matrix B is
generated by the undirected network. Let N =  and B = .B̃, where B̃ = (b̃

ij)N×N =
(b

ij/(
∑

j=,j �=i b
ij))N×N . Next, by Corollary , selecting some parameters values, we can ob-

tain λmax(B̂
l ) < –..

We make use of the pinned-nodes selection method in the complex network (.), rear-
range the network nodes, and choose l from  to . Then, depict λmax(B̂

l ) in Figure .
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Figure 3 The curves of complex network synchronization errors.

From Figure  it is clear that the values of λmax(B̂
l ) decrease along as the number of

pinned-nodes l increases. Especially, when l =  and l = , we get λmax(B̂
) = –.

and λmax(B̂
) = –.. Hence, we need only select the first l =  rearranged nodes of

network (.) as pinned nodes for the synchronization of complex network in finite-time.
As shown in Figure , the synchronization errors ei(t) ( ≤ i ≤ ) tend to synchronize
in finite time. Furthermore, the picture of the synchronization errors ei(t) in the directed
network is similar to that of the undirected network and is omitted.

5 Conclusion
In this paper, we have investigated the finite-time synchronization problem of a delayed
complex dynamical network via pinning control. This network model has two types of
time-delays, internal delay and coupling delay, which make this network model closer to
reality. Continuous nonsmooth control protocols are proposed from two aspects, an undi-
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rected network and a directed network. Sufficient conditions are given for the finite-time
synchronization of a complex network by finite-time stability theory. Moreover, we have
separately formulated the pinned-nodes schemes from undirected and directed networks.

The most significant aspect of the finite-time synchronization of complex networks is
certainly the application value, that is to say, the synchronization system can be applied to
various fields, such as cryptography communications, laser system, nervous system, traf-
fic networks, internet, superconducting materials, and so on. The synchronization system
is able to satisfied the exacting requirements of these applications on precision, velocity,
quality, and costing. Finally, the numerical simulations have clearly verified the effective-
ness of the developed pinning control to the finite-time synchronization of hybrid-coupled
delayed dynamical networks.
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