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Abstract

The objective in this paper is to study the oscillatory and asymptotic behavior of the
solutions of a linear third-order delay differential equation of the form

(RO(n MY M) +qy(T®) =0.

We establish new oscillation criteria that can be used to test for oscillations, even
when the previously known criteria fail to apply. Examples illustrating the results are
also given.
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1 Introduction
In this work, we are concerned with the oscillation of a linear third-order delay differential
equation of the form

() (n @y ©)) +q)y(x@®) =0, tel:=[ty,00), 11)

where £ > 0 is a fixed real number, r1,r,,q € C(I,R) are positive functions and the delay
function t € CY(I,R) satisfies 7(¢) < ¢, T’(t) > 0 and 7(t) — oo as t — 00.
Throughout, we will always assume that

| o 1
/t(, T‘“/ e 8= (H)

By a solution of (1.1) we mean a function y(t) € C* ¢y, 00) which has the property r1(£)y'(¢) €
CHty, 00) and ro(8)(r1(£)y'(¢)) € C'[¢,, o0) and satisfies (1.1) on [¢,, 00) for every ¢ > £, > t;.

We restrict our attention to those solutions of (1.1) which exist on I and satisfy the con-
dition sup{|x(¢)| : £ > £1} > 0 for any ¢; > ¢,. We assume that (1.1) possesses such a solution.

A solution y(¢) of (1.1) is said to be oscillatory if it is neither eventually positive nor
eventually negative. Otherwise, it is said to be nonoscillatory. The equation itself is termed
oscillatory if all of its solutions oscillate.

Asis well known, differential equations of third-order have long been considered as valu-
able tools in the modeling of many phenomena in different areas of applied mathematics
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and physics. Indeed, it is worthwhile to mention their use in the study of entry-flow phe-
nomenon [1], the propagation of electrical pulses in the nerve of a squid approximated by
the famous Nagumo’s equation [2], the feedback nuclear reactor problem [3] and so on.

Hence, a great amount of work has been done over the last three decades on the os-
cillation theory of third-order differential equations with variable coefficients. The most
significant results published up to 2014 have been collected and summarized in recent
monographs [4, 5].

It follows from the generalized Kiguradze lemma (cf. Lemma 1) that the first derivative
of any positive solution y of (1.1) is of one sign eventually, i.e., y is either increasing or
decreasing. Since in the ordinary case (when t(¢) = t) there always exists a decreasing
solution of (1.1), see [6, Lemma 1], authors have used various techniques to present suf-
ficient conditions guaranteeing that any solution of (1.1) oscillates or converges to zero
eventually. For such results, we refer the reader to [6—14] and the references cited therein.

However, it is interesting to note that the delay argument can cause that (1.1) becomes
oscillatory. As an example of this property, we can consider the third-order differential
equation y”(¢) + y(¢ — 7) = 0, T > 0, which is oscillatory if and only if re > 3 (see [15, Theo-
rem 1]). But the corresponding third-order ordinary differential equation y”'(¢) + ¥(t) = 0
has a nonoscillatory solution y(¢) = e™. Therefore, it is of special interest to establish new
criteria ensuring oscillation of all solutions of (1.1) when t(¢) < t.

An interesting method in oscillation theory is to use some comparison principles based
on which the oscillatory behavior of the solutions of the studied differential equation is in-
herited from the oscillations in a first-order delay differential equations, resulting in con-
ditions involving 1/e. The results concerned with this problem for (1.1) and its various
generalizations were presented in [7, 16—-22].

For a particular case of (1.1), namely,

()" ®) "+ q@y(x(®) =0, (12)
Baculikové and Dzurina [17] established the following results.

Theorem A (See [17, Theorem 2]) Assume that

/[:O /V‘OO rgiu) /Mmq(s) dsdudv = oo. (1.3)

If the first-order delay differential equation

T

(t) _
() + <q(t) f t(i)(u)” du)x(t(t)) -0 (1.4)

is oscillatory, then every solution of (1.2) is either oscillatory or converges to zero as t — oo.

Theorem B (See [17, Theorem 3]) Let there exist a function &(t) € C'(I,R) such that

E£®=0, E0)>t  n)=t(E(EW®)) <t
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If both first-order delay differential equations (1.4) and

(1) E(v)
Z(t) + </ 1 / q(u)du dv)z(n(t)) =0 (1.5)

ra(v)

are oscillatory, then (1.2) is oscillatory.

It is useful to note that oscillations in (1.4) rule out increasing positive solutions of (1.1).
The proof of Theorem A is essentially based on using the following estimate relating an
increasing positive solution of (1.2) with its second quasi-derivative:

du.

() _
y(z() = rz(r(t))y”(r(t))/ t(t)-u

n

A similar estimate for increasing positive solutions of (1.1), namely,

7(t) s
L/ ! duds (1.6)
I"l(S) 5]

ro(u)

W ®) = r(zO) (O () /

i

was given in [7, Lemma 4]. In fact, inequality (1.6) in a more or less general form was
repeatedly used in the process of elimination of increasing positive solutions in (1.1), its
generalizations or particular cases; see, e.g., [7, 21-26]. It is clear after checking that, de-
spite the differences in the proofs of the cited works, the resulting criteria have in common
that their strength depends on the sharpness of estimate (1.6).

On the other hand, oscillations in (1.5) eliminate the existence of positive decreasing so-
lutions in (1.2). Since there is no general rule as to how to choose a function &(¢) satisfying
the imposed conditions, an interesting problem is how to establish a corresponding result
without requiring the existence of the unknown function &(¢). Here, we will also address
this problem.

The main objective in this paper is to study the asymptotic and oscillatory behavior of
the solutions of (1.1). Our method is essentially based on establishing sharper estimates
for increasing positive solutions of (1.1) than (1.6), using an iterative technique; and to ob-
tain analogous iterative estimates for decreasing positive solutions of (1.1). Similar ideas
as those presented here have been successively employed in investigating oscillatory be-
havior of second-order advanced differential equations, see a recent work [27] for details.
The results obtained are new even in the case of (1.1) when r;(¢) = 1, i = 1,2. Furthermore,
the iterative nature of the results enables us to test for oscillations, even when the previ-
ously known results fail to apply. We demonstrate the improvement we achieve with these
results by applying them to Euler-type delay differential equations.

Remark1 In the sequel, all functional inequalities are assumed to hold eventually, that is,
they are satisfied for all ¢ large enough.

Remark 2 Without loss of generality, we can deal only with the positive solutions of (1.1).

2 Some lemmas and auxiliary results
In this section, we state and prove some lemmas that will be useful in establishing our main
results. For completeness, we start by recalling the adaptation of the generalized Kiguradze
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lemma. Next, we will provide some important monotonic properties of a positive solution
y of (1.1) in cases (2.1) and (2.2), respectively.
For the sake of brevity, we define

L()y(t) = }/(t); L;J/(t) = ri(t) (Li—ly(t))/r i= 17 2; L?)y(t) = (Lzy(t))/)
for t € I. Using this notation, equation (1.1) takes the form
Lsy(t) + q()y(z(t)) = 0

Lemma 1 (See [28, Lemma 2]) Assume that y(t) is an eventually positive solution of (1.1).
Then y(t) satisfies one of the following two cases:

y(£) >0, Liy(2) >0, Lyy(t) >0, L3y(t) <0, (2.1)
y(t) > 0, Liy(t) <0, Lyy(t) > 0, L3y(t) <0, (2.2)
eventually.

Lemma 2 Assume that y(t) is a positive solution of (1.1) which satisfies (2.1). Denote

ISI(AME /t* ) /* r s)

; (2.3)
R,a(tty) = ,/g* ") /t* rg(s) exp(/s q()R,, (r(u), t*) du) dsdv, meN,
fort>t,, wheret, €1 is large enough. Then
y(2(®) = Loy(t(O) R (z(0), 1), =t (2.4)

Proof Let y(t) be a solution of (1.1) satisfying (2.1) on [¢1,00), £; € I. Since Lyy(¢) is nonin-
creasing, it is easy to see that

Liy(t) > / (Liy(s)) ds = / ()Lzy(s)ds>L2y(t) / —ds

or

y/(t)ZLzy(t)r%(t)/t rzi(s)ds’ t>h.

1

Integrating the above inequality from #; to ¢ and using (2.3), we have

¢ 1 Vo1
0 = f Loy() —— / L dsdv = Ly@ORy(6 1),
5} 51 151

() Jy 7als

Obviously, there exists £, > #; such that for all £ > £,

y(t(®) = Loy(z(8)) R ((2), t2).

That is, (2.4) is satisfied for m = 1.
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Now, proceeding to the next induction step, we assume that (2.4) holds for some m > 1,
which means that

y(1(8) = Loy(t ()R (2 (8), 8,), =t =1, (2.5)
Combining (2.5) and (1.1), we get

L3y(t) + q(£)R,, (t(t),t*)Lzy(r(t)) <0

or

x() + qOR (1), t.)x(z(2) <O, (2.6)
where x(£) := Lyy(£). In view of x(z(£)) > x(£), we can write the last inequality in the form

#() + qOR (v(6), £)x(8) < 0. 2.7)
Applying the Gronwall inequality in (2.7), we obtain

t

x(s) = x(t) eXp( / q@)Ry (t(w), .) du>, t>s>t,

or,

Lyy(s) > Lyy(t) eXp( / t qW)R,y (1 (), £, du>, t>s>t,. (2.8)

Therefore,

Ly(®) = / "L Ly(s)ds = Loyl / L eXp< f t Q)R (7 (1), 2.) du) ds,

ra(s) ra(s)
that is,
/ o
¥ (£) = Lay(t) e /t* e exp(/s qW)Ryy (T (), £ du) ds.

Integrating the above inequality from ¢, to ¢ and using (2.8) again, we obtain

t 1 v 1 v
90> [ L) [ e ( | awrs (e du> dsdv

> Lgy(t)/ exp(f q()R,, (t(u), t*) du)

1 v v
X m . m eXp(K Q(M)Rm(‘r(u), t*) du) dsdv

t 1 v 1 t
= Loy(t) /t* ) 5 mexp(/s q)R (T (1), £, du> dsdv.

ry
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Hence, there exists t,, > t, such that for all ¢ > ¢,

o(t) v (t)
y(r(t)) > Lzy(r(t))/t ﬁ/ﬁ 1 exp(/ q(u)R,, (r(u),t**) du) dsdv, (2.9)

o r2(s)
which, in view of (2.3), becomes
Y(t@®) = Loy(t())Rsa (T(0), tis)s > L
This completes the induction step and the proof of the lemma. g
Remark 3 Note that, for m = 1, (2.4) reduces to (1.6).

Lemma 3 Assume that y(t) is an eventually positive solution of (1.1) which satisfies (2.2).
Denote

~ Vo1 Vo1
Ri(v,u) ::/M e ). rz—(s)dsdx,

(2.10)
Ry (v,u) = / (/ q(z)R, (Z, (z)) dz) dsdx, meN,
u rl(x) r2(s s
forv=>u=>t,, wheret, €l is large enough. Then
y(u) > LyyWR,(v,u), v>u>t,. (2.11)

Proof Let y(t) be a solution of (1.1) satisfying (2.2) on [#,00), # € I. Since L,y(¢) is nonin-

creasing, we may write

~Liy(u) = Liy(v) — Liy() = / L) ds = Lyt / (2.12)

for some v > u > ¢1, and hence,

Vo1
1(u>/u e

Integrating the above inequality from u to v > u > #;, we get

=y (1) = Loy(v)

y(u) >L2y(v)f 1(36 / rz( ) ——dsdx = Lzy(v)Rl(v, u), (2.13)

which means that (2.11) is satisfied for n = 1.
Now, assume that (2.11) holds for some n > 1, i.e.,

y(u) > LyyW)R,(v,u), v>u>t, > 1. (2.14)
Clearly, using (2.14) with u# = 7(¢) and v = ¢ in (1.1) yields

Lsy(t) + q()R, (£, T () Loy(t) < 0.
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Proceeding as in the proof of Lemma 2, we get

Loy(s) = Lyy(exp ( [ aek(aee) dz), Vs>t (215)

Using (2.15) in (2.12), we have

Ly = Lay0) | rzi(s)exp( [ a0k (ar@) dz) ds,

and therefore,

—y/ (u) > Lz}/(V)L /V L exp (/Vq(z)f%,,(z, r(z)) dz) ds. (2.16)

ri(u) Jy 1a(s)

Finally, by integrating (2.16) from u to v > u > ¢,, we conclude that

y(u) > Lzy(V)/ ﬁ/ %(s) exp(/ 4(2)R,(z,7(2)) dz) dsdx

= LzJ’(V)i?nA (V) M)
Thus, relation (2.11) holds for any n € N. The proof is complete. O

Lemma 4 Assume that y(t) is an eventually positive solution of (1.1) which satisfies (2.2).

If

fto mfv qu g(s)dsdudv = oo, (2.17)

then y(t) tends to zero as t — 00.

Proof Since the proof is similar to that of [17, Lemma 2], we omit it. O

3 Main results

We are prepared to provide the main results of the paper. At first, we improve Theorem A
by establishing a new sufficient condition for all nonoscillatory solutions of (1.1) to con-
verge to zero as t — 00. Second, we relax condition (2.17) and employ another one in order
to eliminate (2.2)-type solutions in (1.1) and attain oscillation of (1.1).

Theorem 1 Let (2.17) hold and R,,(t, t.) be defined by (2.3). If the first-order delay differ-
ential equation

X' () + q(&)R, (r(t), t*)x(r(t)) =0 (3.1)

is oscillatory for some m € N and t, € I, then every solution of (1.1) is either oscillatory or
tends to zero as t — 00.

Proof Let y(£) be a nonoscillatory solution of (1.1), say y(¢) > 0 and y(z(¢)) > 0 for t > T
for some T; > ¢y. By Lemma 1, y(¢) satisfies either (2.1) or (2.2) for £ > t; > T7.
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Assume first that y(¢) satisfies (2.1) for ¢ > #;. Combining (2.4) with (1.1), we see that
x(t) := Lpy(¢) is a positive solution of the first-order delay differential inequality

& () + g)Ru (T (2), t,)x(z(£)) < 0.

Then, by virtue of [29, Theorem 1], the associated delay differential equation (3.1) also has
a positive solution, which is a contradiction. The proof is complete.

Now, assume that y(¢) satisfies (2.2) for ¢ > ;. By Lemma 4, we have lim;_, o y(¢) = 0.
The proof is complete. O

Applying the known oscillation criteria for (3.1), one immediately gets an oscillation
criterion for (1.1). The following is due to Ladde et al. [30, Theorem 2.1.1].

Corollary 1 Let (2.17) hold and R,,(t, t.) be defined by (2.3). If
¢ 1
liminf / q($)Ryu(t(s),t,) ds > — (3.2)
t—00 (®) e

for some m € N and t, € I, then every solution of (1.1) is either oscillatory or tends to zero
ast — oQ.

Theorem 2 Let R, (t,t,) and R, (v, u) be defined by (2.3) and (2.10), respectively. If the first-
order delay differential equation (3.1) is oscillatory for some m e N and t, € I, and

lim sup /t q(s)f?,,(r(t), r(s)) ds>1, (3.3)

t—00 (t)

forsome n € N, then (1.1) is oscillatory.

Proof Let y(£) be a nonoscillatory solution of (1.1), say y(¢) > 0 and y(z(¢)) > 0 for t > T
for some T > ty. By Lemma 1, y(¢) satisfies either (2.1) or (2.2) for £ > ; > T7.

Assume first that y(t) satisfies (2.1) for £ > t;. Proceeding as in the proof of Theorem 1,
we arrive at a contradiction.

Now, assume that y(t) satisfies (2.2) for ¢ > t;. Integrating (1.1) from 7 (¢) to ¢, we have

t

Lyy(t(2)) = Lyy((2)) — Loy(t) = / )q(S)y(t(S)) ds. (3.4)

7(
Using (2.11) in (3.4) with u = t(s) and v = 7(¢), we see that

t
L(r(0) = Lay(e(0) [ aR,(r0,76) s
(¢
Taking the limsup as ¢ — oo on both sides of the above inequality, we are led to a contra-
diction with (3.3). The proof is complete. O

4 Examples
The following examples are provided to show the improvement we achieve by our results

over those presented earlier. All numerical calculations can be easily performed in MAT-
LAB.
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Example 1 Consider the third-order differential equation of the Euler type:

3
¥y (£) + t—gy(O.St) =0, t>1 (4.1)

For m = 1, the left-hand side of condition (3.1) gives

0.25993 < 1/e. (4.2)
However, for m = 2, we get

0.511863 > 1/e,

that is, (3.1) is satisfied for m = 2. On the other hand, it is easy to verify that (2.17) holds.
Thus, from Corollary 1, we conclude that every solution of (4.1) is either oscillatory or
tends to zero as t — co. One such nonoscillatory solution is y(t) = £ 1.

We remark that Theorem A, as well as [7, Theorem 1], [22, Theorem 12], [25, Theo-
rem 2.9], fail due to (4.2).

Example 2 Consider the third-order differential equation of the Euler type
" 18
¥y (t) + t—By(O.St) =0, t>1. (4.3)

From Example 1, we know that (3.1) is satisfied for m = 1. On the other hand, the left-hand
side of (3.3) gives

0.643702 <1,

0.874346 <1,
and
1.364297 > 1

for n =1,2,3, respectively. Thus, (3.3) is satisfied for # = 3, and from Theorem 2 we con-
clude that (4.3) is oscillatory. We stress that, unlike the results in [9, 10, 1620, 25, 31], we
do not require the existence of a suitable auxiliary function.

5 Summary

In this paper, we have obtained new oscillation criteria for (1.1), which, to the best of our
knowledge, essentially improve a number of related results reported in the literature, even
in the case whenr; =r, =1.

Our approach is based on refining classical techniques, in which a desired property of
the studied equation is deduced from oscillation of first-order equations by taking into
account such part of the overall impact of the delay which has been neglected in earlier
results.

An interesting problem for further research is to establish different iterative techniques
for testing oscillations in (1.1) independently on the constant 1/e.
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