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1 Introduction
Recently, the various existence results for quasilinear equation problems

(¢(u’))/ +f(tu,u')=0, te(0,7)
and the discrete form
V(p(Aug)) +f (o i, Aug) =0, k€ (2,3,...,N-1}=:[2,N - 1]z

subjected to Dirichlet, periodic or Neumann boundary conditions on [0, T] or [2,N - 1]y
have been studied by many authors such as Mawhin, Bereanu, Jebelean, Torres, Thomp-
son, Coelho, Corsato, Obersnel, Omari, Rivetti, Ma and so on [1-9]. Here ¢ : (—a,a) — R

is an increasing homeomorphism with ¢(0) = 0, the model example is

S

1 1 .
«/ﬁ’ s€E <_ﬁ’ ﬁ)’K > (0 is a constant.

A is a forward difference operator with uy = u(ty), Aug = u(tyy) — uty), tn = T and V
is a backward difference operator with Vuy = u(ty) — u(tx_1), 1 =0, f: [0, T] x R2 — Ris
continuous. In addition, the nonlinear difference equations play an important role in many

@(s) =

fields such as biology, engineering, science and technology where discrete phenomena
abound, meanwhile, from the advent and rise of computers, differential equations have
been solved by employing their approximative difference equations formulations, e.g., see
[7-18] and the references therein.
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This paper focuses on the existence and multiplicity of solutions for the discrete
Neumann-Steklov problem with singular ¢-Laplacian operator

V(p(Awi)) +f (ki Aug) =0, ke [2,N-1]z,

o(Auy) = hi(u), d(Aun_1) = hn(un),

(1.1)

where hy, by € C(R,R) and f : [2,N — 1]z x R? — R is continuous with respect to the
second and third variables.
Obviously, the Neumann-Steklov conditions of (1.1) can be written in the equivalent

classical form

Auy = g1(m), Auy_1 = gn(un) (1.2)

with gy : R — (-a,a),and gy : R — (-a,a) givenby g = ¢ Lo hy, gy = ¢ L o hy. In addition,
u € RN satisfies uy = u; +g1(u1), un_1 = un —gn(un). Notice that if /11, iy = 0, then problem
(1.1) is degenerate to the Neumann problem, which was studied in [7-9]. However, as far
as we know, there is very little work on the existence of solutions of difference equation
with nonlinear boundary value conditions. Motivated by the above works [2, 7-9], we shall
discuss the existence and multiplicity of solutions of (1.1).

The rest of this paper is organized as follows. In Section 2, we state some notations and
preliminary results. Section 3 contains the proof of the existence of one solution of (1.1)
when the nonlinearity f and %y, /iy satisfy some suitable sign conditions. In Section 4,
we extend the classical method of upper and lower solutions to the Neumann-Steklov
problem, and we obtain Ambrosetti-Prodi type results for the Neumann-Steklov problem
(1.1) in Section 5.

2 Preliminaries
For convenience, we list a few notations that will be used throughout this paper. Let a,b €
N with a < b, we denote [a, bl := {a,a + 1,...,b}. In addition, we denote Zsb:a u; = 0 with
b<aand]_[f=aus=1withb<u.

Foru= (u,...,u,) € R?, set ||u|loc = maxi<x<p |ui|. If o, B € R?, we write @ < B (respec-
tively o < B) if o < Bk (resp. o < Bi) for all 1 < k < p. The following assumption upon ¢
(called singular) is made throughout the paper:

(Hy) ¢:(-a,a) = R (0 < a < 00) is an increasing homeomorphism with ¢(0) = 0.

Let N € N with N > 4 be fixed and u = (1, 4y, ..., ux) € R¥. Then we denote
Au=(Au,..., Aun_1) € RN

by Aug = ups1 — uy for k € [LLN — 1]z, [[Aulloo = maxeep,n-11, |Aux| and [u]l = [luflo +
[l Au||so; if || Al < &, then we define

V(p(Aw) = (V(d(Au)),..., V(p(Aun-1))) € RN

by V(¢ (Aui)) = p(Auk) — p(Auy) for k € [2,N —1]z.
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Let f:[2,N — 1]z x R? — R be a continuous function with respect to the second and

third variables. Then its Nemytskii operator Ny(u) : RN — RN=? is given by
A(f(u) = (f(z! Uy, AM2)1 oo 7f(N -1, UN-1, AMN_I))-

It follows that Ny is continuous and takes bounded sets into bounded sets.
Let P, Q be the projectors defined by

N-1
1
Pu =y, ﬁ:Qu:m;uk for allu e RN.

We also define the linear mapping
Q:RY xR? > RN x R?,

A,B) = B_Aoo
(ll, ) )—(Qu_m¢ ) )

Moreover,

2.1)

QZ(U,A,B) = Q(Q(u) - f[;_gr 07 O) = (Q(Q(u) - f[;_g)ro’ 0)

- B_Aoo = Q(w,A,B
—(Qu_mr ) )—Q(ur ) );

which means Q is also a projector. Let the linear operator H; : RN — RN-! as follows:
k-1 k

Hm:Zus, H2u=2us, k € [2,N]z.

s=1

s=2

The vector space RV will be a Banach space endowed with the norm |ju|. For u € RY,

we also give some notations as follows:

u* = max{u, 0}, u” = min{u, 0}, wy = max i, u; = min .
1<k<N 1<k<N

We set B(0, p) := {u € RY | |lul| < p} (p > 0), and for shortness, we shall write B, instead
of B(0, p).

Lemma 2.1 Let f : [2,N — 1]z — R be a function and consider the discrete Neumann-
Steklov problem

V(p(Am)) =f(k), ke 2,N-1lz,  ¢(Am) =4,  ¢(Auy-1)=B. (2.2)

A function u is a solution of (2.2) if and only if

B-A
Qf_N_zz()’ (2.3)
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i.e., ifand only if
Q(f,A,B) =0, (2.4)
in which case the solutions of (2.2) are given by the operator equation
u="Pu+H o¢ oA+ Hf]. (2.5)
Proof Problem (2.2) can be written as
o(Aui) - (D) =f(k),  ¢p(Am)=A,  ¢(Auy-1) =B,
which implies that
Aup = ¢ o (A + Hof). (2.6)
This together with (2.3) concludes that
P(Auy-1) =A+ (N -2)Qf =B.
Moreover, a function u is a solution of (2.2) if and only if (2.3) holds, i.e., if and only if (2.4)

is true.

By summing from s =1 to k in (2.6), it follows that

k-1 k-1
we—u1 =Y Aug=» ¢ o(A+Hof)=Hyo¢™ o(A+Hyf).
s=1 s=1
Thus, we have that the solutions of (2.2) are given by (2.5). O

Remark 2.2 Lemma 2.1 means that (f, A, B) belongs to the range of the nonlinear mapping
u— [V(¢(Au), p(Aur), p(Auy_1)] if and only if Q(f, A, B) = 0.

Lemma 2.3 Let F: RN — RN-2 be a continuous operator which takes bounded sets into

bounded sets, and consider the abstract discrete Neumann-Steklov problem
V(p(Aw) =F(u),  ¢(Awm)=m@m),  ¢(Auy)=hn(un). (27)
A function w is a solution of (2.7) if and only if u € RY is a fixed point of the continuous

operator Ap : RN — RN defined by Ar(u) := Pu+ QF(w) — 5 i (un) — (1)) + Hio ™' o
[Hy(I — Q)F(u) + G(u)], where G(u) := (G(u1), G(43), ..., Glun_1)) € RN-! satisfying

k- k-
G(uy) = <1 - N—_lz)hl(bﬁ) + N——IZhN(uN)’ kel[l,N-1]z. (2.8)

Furthermore, | A(Ar(0))||oo < a for all u € RN and the operator Ap(u) is completely con-
tinuous on RN,
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Proof 1t follows from Lemma 2.1 that problem (2.7) is equivalent to

V(¢(Aw) = F(u) - [QF(u) -
hn(un) — b (u1)

QF(u)—T =0.

hn(un) — hl(ul)]
(2.9)

Let u € RN, then

hn(un) — ()

Q[F(u) - [QF(u) -

H = QF () - QF(u) + Q(

_ hn (un) = hn (1)
- N-2

hn(un) —hl(u1)>
N-2

By Lemma 2.1, the first equation in (2.9) can be rewritten as

u=Pu+Ho¢p'o |:h1(141) +H (F(u) B |:QF(u) - W])]

This together with the second equation in (2.9) implies that (2.9) can be written as the
single equation

e R )
—Hioplo |:h1(u1) +H, <F(u) - [QF(u) - WD] =0,
that is,
u-Pu-— (QF(u) - W) ~Hio¢™ o[Hy(I-QF(u)+Gm)]=0.

3 The existence of solutions for nonlinear Neumann-Steklov problems
In this section, we will show the existence of solutions for the nonlinear Neumann-Steklov

problems

V(¢(Auk)) :f(kr Uk, Auk)’ ke [27N - I]Z)
O(Auy) = hi(u1), d(Aun_1) = hn(un), (3.1)
wheref : [2, N —1]z x R? — R is continuous with respect to the second and third variables,

h :R— R, hy: R — R are continuous.

Clearly, the following Neumann-Steklov problem
V(p(Am)) =0, kel2N-1lz  ¢(Au)=0,  $(Auyi)=1
has no solution, which means that the existence of Neumann-Steklov problem is nontriv-

ial. We will show that some rather general sign conditions upon f, i, iy suffice to get

existence.
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To this end, for A € [0,1], we introduce the family of abstract nonlinear Neumann-
Steklov problems

[V(6(Aw), p(Am), p(Aun-1)]
= M[Np(@), I (), he () | + (1 = 2D QNS (W), a1 (), B (1) ], (3.2)

where Q is defined in (2.1), (3.2) can be rewritten in a more explicit form

V($(Aw) = ANj(w) + (1 - A)[QNf(w - M}

N-2
O(Auy) = A (uy),

O(Aun_1) = Min(un).

It is worthwhile pointing out that (3.2) coincide with (3.1) for A =1, and if u is a solution
of (3.2), then, using the definition of Q and Remark 2.2 to (3.2), we get that

0 )\,Q[Nf(u),hl(ul),hN(uN)] +(1- )\,)Q[Nf(u),hl(ul)th(uN)],
=C [Ny (w), 7y (1), i () ]

Therefore, (3.2) is equivalent to

[V(¢(Aw), ¢(Awm), p(Aun-1)] = A[Nf(w), 7 (1), hne (un) ],

~ (3.3)
Q[Ny(w), iy (1), iy (un)] = 0,

or, in a more explicit form,
V(p(Ami)) = M (k, ui, Auy), ¢(Auy) = Ay (ur), d(Aun_1) = Ahn(un),
Q) - W= It) oY

For any A € [0,1], the nonlinear operator A on RY associated to (3.2) by Lemma 2.3 is
the operator A(2, -), where A is defined on [0,1] x RY as follows:

AGw =Pu+ Q[Wf(u) + (L= NN W - (1 —A)W]

B My (un) — Ay ()
N-2

- —A)W} + kG(u)i|
_ hn(uy) — ()
N-2

+Hj 09 o [AHy(I - QNs(u) + AG(w)], (3.5)

+Hioplo |:H2 I-Q [fo(u) +(1-1)QNy(u)

= Pu + QNy(u)

where G is defined by (2.8). Clearly, A is a continuous operator. Moreover, it is not difficult
to verify that A : [0,1] x RN — R¥ is completely continuous.
Now, we give the following technical results to obtain the main result.
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Lemma 3.1 Suppose that there exists R > 0 such that when uy > R, | Aul| < @, and when

uy < -R, |Aul|x < a4, it follows that
N-1
> F ks e, M) = [ () = ()] 0. (3.6)
k=2

If (A, u) € [0,1] x RN is such that u = A(\,u), then |u| <R + aN.

Proof Let (A,u) € [0,1] x RN be such that u = A(%, u). Choosing 1 = 0, we get

hn(un) = ()
N-2 -

QNy(u) - 0.

This means that

N-1

> Sl gy M) = () + Iy (1) = 0. (3.7)
k=2

Since
Au=A(AR W) = ¢ o [AH(I - QN(u) + AG(w)],
it yields that
| Au|loo < a. (3.8)

If uy; < —R (resp. uy > R), then it follows from (3.6), (3.8) that

N-1

Zf(k, i M) — [ (un) = by (u1)] # 0.

k=2

By using (3.7), we conclude that
wy >—-R and wu; <R (3.9)
Obviously, we get wy; < ug + Zf;ll | Aug|, which together with (3.8), (3.9) leads to
—(R+a(N—1)) <ur <uy <R+alN-1). (3.10)
Thus, (3.8) and (3.10) conclude that ||u] < R + aN. |

Lemma 3.2 Suppose that there exist R > 0 and ¢ € {-1,1} such that whenu; > R, || Au||» <
a, it follows that

N-1
€ [Zf(k, u, Aug) — [y (un) - hl(m)]} > 0; (3.11)
k=2
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and when wy; < -R, || Al < a, it yields that

N-1
e [Zf(k, i, Aui) — [y () - hl(ul)]} <0. (3.12)

k=2
Then, for all sufficiently large p > 0,
deg(I - A(1,-),B,,0) = -,
and problem (3.1) has at least one solution.

Proof Let p > R + aN be a constant, and let A be the operator given by (3.5). By using
Lemma 3.1 and the homotopy invariance of the Brouwer degree [19], we deduce that

deg(I - A(0,-),B,,0) = deg(I - A(L,-), B,,0). (3.13)

On the other hand, we get that

deg(I - A(0,-),B,,0) = deg([— (P +QNy - W),BP,O). (3.14)

% is contained in the

However, the range of the mapping u — Pu + QNy(u) —
subspace of constant functions, isomorphic to R, hence, applying a reduction property of

Brouwer degree, we get

deg(]— (p+ Q]\[f — M)’BP’())

N-2
hn(un) — h1(u1)> )
—deg[I-(P+oN, - 2NN () 5)0
eg( ( +QNy N-2 R(P,O)
=deg<_QNf ¥ W ,(=p, ), 0)
- R
1 A —h 1 . L
=3 sign[—QNf(p) + W] -3 sign[—QNf(_p) + W]

However, it follows from (3.11), (3.12) and p > R that

hy(un) =) 1 ﬁﬂk L)) vt~ nn)

N-2 TN-2 N-2
k=2

QNf(+p) -

have opposite sign, and using (3.11), (3.12), we deduce that
deg(] - A(0,-),B,, 0) =—¢.

Thus, deg(! — A(1,-),B,,0) = —¢, that is to say, there exists u € B, such that u = A(1,u),
which is a solution of problem (3.1). O
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Lemma 3.2 may imply the existence of a positive solution of (3.1). A limiting argument
allows to weaken the sign condition; however, this generalization can also be proved di-
rectly using another way based on the following lemma, see Section 4.

For any u € RN, decompose it in the form

u=u+u, hereu=u,i =0, (3.15)
andlet W ={ueRN |y =0}.

Lemma 3.3 The set S of the solutions (i1,11) € R x W of the following problem

N-1
V(p(Ai)) = f(k, i + i, Adiy.) A% ;f(s, i+ i, Al
]’lN(l:t + lth) - ]’11 (ljt) (316)

* N-2 ’
o(Ai) = hi (), O(Auin_q) = hn(u + 1y)

contain a continuum C whose projection on R is R and whose projection on W is contained
in the ball B,y .

Proof From Lemma 2.3 and (3.15), for any fixed # € R, problem (3.16) is equivalent to the
fixed point problem in RN as follows:

= Ho¢™ o [Ho(I — QNp(it +00) + Gliz + @) | =: A(, ).

It is easy to see that Ais completely continuous in RY, and for each (iz,@1) € R x RN-1, we
get

| A@ )| = A d)|  + | A(AG@G®) ], <aN. (3.17)
Moreover, for any fixed i € R, any possible fixed point @t of A(%, -) satisfies
[[al| < aN. (3.18)

On the other hand, by the same reasons, for any fixed A € [0, 1], each possible fixed point
u of

A%,0,-):= Hy 0 ¢™ o [AHa(I = QN;(-) + AG()]
satisfies (3.17), which yields that

deg(I - A(0,-), Bun, 0) = deg(I - A(L,0,-), Bay, 0)

= deg(I - A(0,0,), B, 0) = deg(l, Buy, 0) = 1. (3.19)

Therefore, from (3.18), (3.19) and [8], Lemma 5, there exists a continuum C whose projec-
tion on R is R and whose projection on W is contained in the ball B,. O
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Theorem 3.4 Suppose that there exist R > 0 and ¢ € {-1,1} such that when u;, > R,
|Au|ls < a, it follows that

N
e [Zf(k, i Ag) = [ (i) - hl(ul)]} > 0; (3.20)
k=1

and when uy < —R, || Aul| < a, it yields that
N
8|: E f(ky ey D) — [ (un) — hl(ul)]j| <0. (3.21)
k=1
Then problem (3.1) has at least one solution.

Proof From Lemma 3.3, let us consider the continuum C. If (R + aN,u) € C, then R+ aN +
7z > R and it follows from (3.20) that

N
e |:Zf(k,R +aN + fig, Adig) — [hn(un) - hl(ul)]:| > 0.
k=1

If (~R —aN,u) € C, then —R — aN + iz < —R and it follows from (3.21) that

k=1

N
e [Z f(k,—R — aN + i, Adi) — [ (un) — hl(”l)]:| =0.

From the intermediate value theorem for a continuous function on a connected set, there

exists (i,u) € C such that
N
8|: E fk, i + i, Adig) — [ (un) = hl(ul)]:| =0,
k=1

which means that u = # +  is a solution of (3.1). O

Corollary3.5 Letg:[2,N-1]zxR? > R,p: [2,N-1]z xR —> R, i :R—> R, iy : R —> R
be continuous, which satisfies g is bounded on [2,N — 1]z x R X (-a,a) and h, hy are
bounded on R. If

uli)moo[lﬂ(ky u) - W] = +00,

i ot - QR - o
or

Jim [P(k, W - —hN(”AA’[) __: 1(”1)] - —o0,

lim [p(k, u) - —hN("x)__;' l(ul)}

u—+00
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uniformly in k € [2, N — 1]z, then the problem
V(¢(Auk)) +P(k,uk) :g(kruk; Auk)’ ke [2’N_1]Z;
O(Auwr) = (i), d(Aun_1) = hn(un)

has at least one solution.

Corollary 3.6 Letg:[2,N —1]z x R? — R be continuous and bounded on [2,N - 1]z x
R X (=a,a), b : R — R, hy : R — R be continuous and satisfy
hi(s) . hn(s) _

lim —— =0, lim
[s]|>00 S |s][>00 S

0.

Then, for any fixed . # 0, the problem
V(¢(Auk)) + WUk :g(kr Uk, Al/lk), ke [21N - 1]2,
d(Auy) = hi(u), d(Aun_1) = hn(un)

has at least one solution.

Example 3.7 Lete = (es,e3,...,en_1) € RN2, m e R, n € R\{0}, p >1 and g > 0. Then the
problem

V(p(Aw)) + m| Aug|? + nlugPug = e, k€ [2,N -1]g,

O(Aur) = (i), d(Aun_1) = hn(uy)

has at least one solution for each continuous bounded function %, 4y : R — R, where

o(s) = \/15;2 and « > 0 is constant.
—KS

4 Upper and lower solutions for the nonlinear Neumann-Steklov problem
In this section, we give the method of upper and lower solutions to the nonlinear
Neumann-Steklov boundary value problem

V(¢(Auk)) :f(kr Uk, Auk)’ ke [2’N - l]Z:

O(Awr) = (i), d(Aun_1) = hn(un),

(4.1)

which extends the method of upper and lower solutions for the linear Neumann boundary
value problem [8], Theorem 3, Theorem 4 and Remark 8.

Definition 4.1 A functiona = (¢, ...,ay) (resp. 8 = (B1,..., Bn)) is called a lower solution
(resp. an upper solution) for (4.1) if | A || < a (resp. | ABle < a ) and

V(p(Aar) = f(k,ax, Aax),  (resp. V(d(AB)) <f(k, B, ABr)) k € [2,N - 1]z,
d(Aar) > (1),  ¢(Aan-1) < hn(an) (4.2)

(resp. ¢(AB1) < hi(Br), p(ABN-1) = hn(By)).

Such a lower (resp. an upper) solution is called strict if inequality (4.2) is strict.
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Theorem 4.2 If (4.1) has a lower solution o = (01,0, . ..,an) and an upper solution B =
(B1, B2, - .., BN) such that a < B, then (4.1) has a solution w such that a <u < f8. Moreover,

ifa and B are strict, thena <u < f8, and
deg(l — Ay, Q2,8,0) = -1, (4.3)

where Qqp = {u € RN | <u< B, [|Au|lw < a}, and Ay is the fixed point operator associ-
ated to (4.1).

Proof Letp:[2,N —1]z x R — R be a continuous function defined by

B, ifs> g,
P(k,S)Z S, ifOlESSﬁ,

o, ifs<a,

and define F: [2,N — 1]z x R? — R by F(k, u,v) = f(k, p(k, u), ). Let us consider the mod-
ified problem
V(p(Aug)) = F(k, ui, Aug) + ug — plk,ur),  k € [2,N —1]z,
¢)(AM1) = h1 (p(l, I/ll)) + arctan[m —p(l, l/ll)], (44:)
¢(Aun_1) = hy (p(N, uy)) + arctan| —uy + p(N, uy) |-
We claim that if u is a solution of (4.4), then & < u < 8, so that u is a solution of (4.1).
We first prove that & < u. Suppose on the contrary that there exists ko € [1, N]z such
that maxgeq,n, (€ — ) = g, — g, > 0.If ko € [2, N —1]z, then Aagy—1 > Aug,—1 and Aoy, <

Auy,. Since ¢ is an increasing homeomorphism, we have that V(¢(Aax,)) < V(9 (Aug,)).
Moreover, it follows from « is a lower solution of (4.1) that

V(¢(Aako)) < V((b(AM](O)) = F(kO’ Uy Auk()) + Uk, _p(kOruko)

=f (Ko, 0ticy» Aoticy) + ey — Oty < f (Ko, Oty Acty) < V(qb(Aako)),

which is a contradiction. If maxepn, (¢ — ) = a1 — 21 > 0, then Aa; < Auy, and hence
P(Acr) < ¢(Awy) = I (p(L, wy)) +arctan[u; —p(1, w1) | = I (o) +arctan(u; -] < Iy (),

which contradicts the definition of a lower solution. If maxgep,ny, (@ — ) = ax — ux > 0,

then Aay_; > Auy_;, and we get that

¢(Aan-) = ¢(Aun-y) = hy (p(N, un)) + arctan[-uy + p(N, u) |
= hy(ay) + arctan[—uy + ay] > hn(on),
which contradicts the definition of a lower solution.

Similarly, we also obtain that u; < B, k € [1, N]z. Notice that if «, B are strict, then, by
the same reasoning, we get that @ < u < 8 with @ < 8. Moreover, from the definition of
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strict lower and upper solution, neither « nor 8 can be a solution of (4.4). So (4.4) has no
solution on the boundary of Q, g.
From Corollary 3.6, we obtain the existence of a solution for (4.4) and the relation

Brouwer degree
deg(I - A,B,,0) = -1 (4.5)

for all large enough p > 0, and the fixed point operator A associated to (4.4). Furthermore,
if o, B are strict and p > 0 sufficiently large, then it follows from (4.5) and the additivity-
excision property of the Brouwer degree[19] that

deg(I — A, Qqp,0) = deg(I — A, B,,0) = -1.

It is easy to see that the completely continuous operator Ay with (4.1) is equal to A on
4,8, which means that deg(I — Ay, Qu,4,0) = 1. O

By a similar argument in [8], Theorem 4, we can conclude that the existence result in

Theorem 4.2 also is true when the lower and upper solutions are not ordered.

Theorem 4.3 Assume that (4.1) has a lower solution o and an upper solution B, then (4.1)

has at least one solution.

Proof Let the continuum C be given in Lemma 3.3. Suppose that there exists some (i, 01) €
C such that

N-1

D flk it + g, Adi) — [ (i + i) = ()] = 0,
k=2

then i + @ is a solution of (4.1). If

N-1
> f(ks it + i, Adig) =[x (it + iin) - In(@)] >0, V(i) €C,
k=2

then, for any fixed (&, u) € C, u + u is an upper solution for (4.1) by applying (3.16). More-
over, (a3 + aN, ) € C is an upper solution for (4.1) with ay; + aN + iy > o, k € [1,N]z.

That is, the existence of a solution for (4.1) follows from Theorem 4.2. By a similar way, if

N-1
D flk, i+ i, Adi) — [ (@ + ity) - ()] <0, V(@) €C,
k=2

then (B, —aN, ) € C is a lower solution for (4.1) with 8; —aN + ity < Bi, k € [1, N]z, which

means that (4.1) has at least one solution follows again from Theorem 4.2. O

If we choose the constant lower and upper solutions for (4.1) in Theorem 4.2 and The-

orem 4.3, then we get the following simple existence condition.
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Corollary 4.4 Suppose that there exist constants a and b such that

flk,a,0) <0 <f(k,b,0), ke[2,N-1]z
m(a) <0 <m(b),  hn(b)=0<hy(a)

Then problem (4.1) has at least one solution.

Notice that Theorem 4.3 can deal with the case a = +00, the key point is the following a
priori estimation result.

Lemma4.5 Let ¢ : (—a,a) — R (a < +00) be an increasing homeomorphism with ¢(0) = 0.
Set || is bounded by M, and |hy| is bounded by My, there exists q : [2,N —1]7 — R such
that

Sk uv)>qr, Y(kuv)e[2,N-1]z x R (4.6)

Ifu is a solution of the nonlinear Neumann-Steklov boundary value problem

V(e(Aug)) = f (k ug, Aug), k€ [2,N —1]z,

(4.7)
o(Auy) = hy(uy), o(Aun_1) = hn(un),
then ||Jullo < c, where c := max{|p [£(My + 2M; + 2N ||q" [|lo0)]1}.
Proof Assume that u is a solution of (4.7). Then it follows that
k
o(Aug) = p(Aug) + E f(s,us, Aug), ke[l,N-1]z,
s=2
and
N-1
le(aw)] <M+ |f(s,us, Au)|. (4.8)
s=2

From (4.6), we have that there is a function g such that f is bounded from below, and
[f(s, U, V)| <flsu,v)+2q;, (s,u,v)el[2,N-1]zx R2 (4.9)

(4.9) together with (4.8) implies that

N-1 N-1

le(aw)| <M + Z[f(s, w,v) +2q; | <M + Zf(s, u,v)+2N|q | .

s=2 s=2

From this inequality and (3.7), the conclusion is true. O

Theorem 4.6 Let ¢ : R — R be an increasing homeomorphism with ¢(0) = 0. Suppose
that all conditions of Lemma 4.5 hold and problem (4.7) has a lower solution o and an
upper solution f. Then (4.7) has at least one solution.
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Proof Let ¢ be given in Lemma 4.5, a; = max{||Ac||, [|Bllocs¢} + 1 and a = a3 + 1. Set
¢ : (—a,a) — R be an increasing homeomorphism such that ¢ = ¢ on [-ay,a]. It is easy
to verify that « is a lower solution of (4.1) and B is an upper solution of (4.1). From Theo-
rem 4.3, (4.1) has a solution u, which is also a solution of (4.7) by Lemma 4.5. O

Remark 4.7 This result is new even in the case ¢ is identity operator, i.e., ¢ = idg.

5 Ambrosetti-Prodi type results for the nonlinear Neumann-Steklov problem
In this section, let us consider the following nonlinear Neumann-Steklov boundary value
problem:

V(p(Aug)) =f(k ug, Auge) —s, k€ [2,N-1]z,

O(Awr) = (i), d(Aun_1) = hn(un),

(5.1)

where s € R, f: [2,N — 1]z x R?2 — R is continuous with respect to the second and third
variables and satisfies the coercivity condition

flk,u,v) > —oo if |u| - oo uniformly for k € [2,N —1]z,v € (-a, a), (5.2)
h,hy : R — R are continuous and satisfy the following conditions:

hy is bounded from above, /1;(0) = 0, 41(s) < 0,s < 0; (5.3)

hy is bounded from below, /15 (0) = 0, x(s) > 0,s < 0. (5.4)

Now we shall obtain the existence and multiplicity of the solutions of (5.1) in terms of
the value of the parameter s.

Lemma 5.1 Suppose that f, hy, hy satisfy conditions (5.2), (5.3), (5.4), respectively. Then,
foreach b € R, there exists p = p(b) > 0 such that any possible solution w of (5.1) with s > b
belongs to the open ball B,,.

Proof Let u be a solution of (5.1) and s > b. Then it follows that u satisfies

hn(un) — hi(u1) —

QN () - 20

(5.5)
From conditions (5.2), (5.3) and (5.4), there is a constant R > 0 such that if |u| > R, k €
[27N_ l]Z’ Ve (—ﬂ,ﬂ),

infser N (s) — supgep /1 (s)

k,u,v)<b
flk,u,v)<b+ )

(5.6)

Therefore, if u; > R, || Au||s < a or if uy; < =R, || Ao < a, then

QM(“)‘W—SSQ}V}(u)_W_b
< Q]\[f(u)— infSERhN(z__SzupSERhl(s) _b< 0.

The conclusion follows from Lemma 3.1. O
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Theorem 5.2 Suppose that f, hy, hy satisfy conditions (5.2), (5.3), (5.4), respectively. Then
there exists s; € R such that problem (5.1) has no solution with s > sy, at least one solution
with s = s1, or at least two solutions with s < s;.

Proof Let S; = {s € R | (5.1) has at least i solutions} (i > 1). We shall divide the proof into
five steps to obtain the conclusion.

Step 1. We show that S; # .

Set s* < mingepo,n-11, f (k, 0,0). From (5.2), there exists R* < 0 such that maxep n-13, f (K,
R*,0) < s*. Hence, @ = R* is a strict lower solution and 8 = 0 is a strict upper solution for
(5.1) with s = s*. s* € S; follows from Theorem 4.2.

Step 2. We prove that

ifspeS; and s<sg, thens € S;. (5.7)

Let @ be a solution of (5.1) with s = sy and set s < so. Then it is easy to see that @ is a strict
upper solution for (5.1). Take Ry < @] such that maxiep,n-1)f(k,Ro,0) <sand « =Ry is a
strict lower solution for (5.1). Hence, s € S; by using Theorem 4.2.

Step 3. We claim that

s;=supS; isfinite and S; D (-00,s). (5.8)

Set s € R and suppose that (5.1) has a solution u. Then ||Aul|» < a and (5.6) hold, which
implies that s < ¢ with ¢ = supj, y_1), xR« (a0)f — w. That is, s; = sup S; is finite.
Clearly, (5.7) yields that S} D (-0, s1).

Step 4. S D (-00,51).

For any s € IR, let A(s, -) be the fixed point operator in RN associated to (5.1). Take s <
s1 < s3. It follows from Lemma 5.1 that there is a p such that each possible zero of I — A(s, -)
with s € [s,53] is u € B,,. Furthermore, the Brouwer degree deg(I — A(s, ), B,,0) is well
defined and does not depend upon s € [s,, s3]. Notice that u — A(s,u) # 0 for all u € RN by
using (5.8), which means that deg(I — A(ss, -), B,,0) = 0, so that deg( — A(sy, ), B,,0) = 0.
By the excision property of the Brouwer degree, deg(/ — A(sy, ), B),,0) =0 with p’ > p. Let
s € (s2,53) and @ be a solution of (5.1). Then 1 is a strict upper solution of (5.1) with s = s5.
Choose R < ] such that maxgeppn-1f(k, R, 0) < so. Then R is a strict lower solution of (5.1)
with s = s;. Subsequently, from Theorem 4.2, (5.1) has a solution in Q4 with s = s, and
deg(l — A(sz, -), Qar, 0) = —1. Take p’ large enough, it follows from the additivity property
of the Brouwer degree [19] that

deg(I — A(s2, ), By \Qar, 0) = deg(I — Alsa, ), By, 0) — deg(I — Alsz, -), Rz, 0)
= deg(] — Alsy, "), Qﬁ,R,O) =1.

This implies that (5.1) has the second solution in B\ Q4 with s = s5.

Step 5. We claim that s; € S;.

Let {n;} be a sequence in (-00,s;) satisfying lim;_... 1; = s1, and let W be a solution of
(5.1) with s = n; given by Step 3. Then we deduce from Lemma 2.3 that

v = A(n;, w). (5.9)
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Applying Lemma 5.1, there exists p > 0 such that ||W/| < p (j > 1). Since A is completely
continuous, there is a subsequence of W, relabeling if necessary such that W — u € R¥

and satisfies u = A(s;, u). That is, u is a solution of (5.1) with s = s;. a
Last, we shall give a similar result for the following dual Ambrosetti-Prodi condition.

Theorem 5.3 Suppose that a continuous function f satisfies the coercivity condition
flk,u,v) = +oo if lu| = oo uniformly for k € [2,N —1]z,v € (-a,a), (5.10)
h,hy : R — R are continuous and satisfy the following conditions:

hy is bounded from below, h1(0) = 0, h;(s) > 0,s > 0; (5.11)
hy is bounded from above, hx(0) =0, hy(s) < 0,5 > 0. (5.12)

Then there exists s; € R such that problem (5.1) has no solution with s < sy, at least one
solution with s = s, or at least two solutions with s > s;.

Corollary5.4 Letg:[2,N-1]zxR?> > R,p:[2,N-1]z xR — R, i :R— R, iy : R — R
be continuous. If g is bounded on [2,N — 1]z x R x (—a,a) hy, hy satisfy (5.3), (5.4) (resp.
(5.11), (5.12)) and p satisfies

plk,s) > +oo  (resp. —o0) if |s| = oo uniformly in k € [2,N —1]z.
Then there exists s; € R such that the following problem

V(¢(Auk)) + plk,ug) = s + glk, ug, Aug), ke [2,N-1]z,
o(Auy) = hi(m), d(Aun_1) = hn(un)

has no solution with s > s1 (resp. s < s1), at least one solution with s = s1, and at least two

solutions with s < s, (resp. s > s1).

Example 5.5 Let e = (ey,€3,...,ex-1) €ERVN 2, me R, n<0 (resp. n>0), p>0and g > 0.
Then there exists s; € R such that the problem

V(¢(Auk)) +m|Augl? + nlurl’ =s+e, kel[2,N-1]z,

O(Auwr) = (i), d(Aun_1) = hn(un)

has no solution with s > s1 (resp. s < 1), at least one solution with s = s1, and at least two so-
lutions with s < s; (resp. s > s1), where 1, hy : R — R satisfy (5.3), (5.4) (resp.(5.11), (5.12)),

S
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