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1 Introduction

During the last decades, the classical predator-prey system has gained an important theo-
retical and practical significance, which has been studied extensively, and many excellent
results concerning the permanence, extinction and global attractive of the predator-prey
system have been obtained; see [1-5].

A classical two-species predator-prey system can be expressed as follows:

B0 2(6)[r - anx(t) - any()),

df,—i') =y(O)[-d + anx(t) — axy(t)],

@)
where x(¢) and y(¢) stand for the population sizes of the prey and the predator, respec-
tively, and r, d, a;; (i,j = 1,2) are positive constants. For biological interpretation of each
coefficient in system (1), we refer the reader to [1].

On the one hand, more realistic and interesting models of population interactions
should take the effects of time delay into account [6-8], such as their maturation time.
In consideration of the fact that time delays are not resistant to time fluctuations [9-11],

system (1) becomes

% = x(t)[r — anx(t) — anx(t — 11(t) — a3yt — 12(2))],

YO y(0)[~d + anx(t - 13(0)) — any(t) - ary(t — ta(t))),
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where a;3 > 0, a3 > 0 and 7;(¢) (i =1,2,3,4) is a nonnegative, bounded and differentiable

function on [0, +00), and satisfies

T = max supjt(t); > 0.
i=1,2,3,4 ,Zg{ i )} -

7/(¢) (i =1,2,3,4) are continuous bounded functions on [0, +00) with t/(t) = %.

On the other hand, population systems are inevitably subject to the environmental
noises in the natural environment (see [12-15]). May [16] pointed out that, due to environ-
mental fluctuations, the birth rate, carrying capacity, competition coefficients and other
parameters involved in the system exhibit random fluctuation to a greater or lesser extent
(see [17-20]). We suppose that the white noise affects all parameters. We usually estimate
a value by an average value plus an error term. By the central limit theorem, the error term
follows a normal distribution, thus, we can replace each growth rate by an average rate plus
an error term, r — r+op By (¢), and similarly, -d — —d + 021321(15), a; — a+ a,»(,-+1)Bi(j+1) (1),
where 0172 denotes the intensity of the noise and Bi(,»+1)(t) is a standard white noise, as Bj;(t)
is a standard Brownian motion defined on a complete probability space (€2, F, {F;}t>0,P)
with a filtration {F}},>¢ satisfying the usual conditions. Then this system will become the

following stochastic autonomous predator-prey system with time-dependent delays:

dx(t) = x(t)[r — aux(t) — anx(t - 11(8)) - azy(t — ©2(2))] dt + onx(t) dBu ()

+ 01227 () dBo(t) + 013x(8)x(t — 11(2)) dBi3 () + 01ax(8)y(t — 12(¢)) dBua(t),
dy(t) = y()[-d + anx(t — 13(¢)) — axzy(t) — axzy(t — T4(t))] dt + 021y(t) dBx (2)

+ 092)(£)x(t — T3(t)) dBa(£) + 023> (£) dBa3(t) + 024y (t)y(t — Ta(t)) dBoa(t),

(2)

with initial conditions x(0) = ¢1(0) > 0, ¥(0) = ¢2(0) > 0, 6 € [-7,0], where ¢;(#) is a con-
tinuous function on [-7, 0].

For simplicity, we introduce the following notations here:
R} = {(al,ag,...,a,,) eER" :a;>0,i= 1,2,...,n},

1 t
(f(t)) =- / f(s)ds, f* =limsupf(z), fi =liminff(2).
tJo t—>+00 f=>+00
Throughout this paper, the delay functions satisfy the following condition 7’ < 1, where

’ 7
T’ = Max;-1,,3,4 SUP;= 7 (£).

2 Positive and global solution
Since x(¢) and y(¢) in system (2) represent population sizes at time t, they must be non-
negative, so, for further study, the first thing is to prove the solution of system (2) has a

unique global positive solution.

Lemma 2.1 For any given initial value (¢1(9), p2(0)) € C([-7,0],R?), system (2) has a
unique global positive solution (x(t),y(t)) on t > —T and the solution will remain in R>

with probability 1.

Proof Since the coefficients of system (2) are locally Lipschitz continuous, for any given
initial value (¢;(0), ¢2(0)) € C([—?,O],Ri), there exists a local positive solution (x(t), y(£))
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ont € [-7,t,), where 7, denotes the explosion time. To verify that this solution is global,

we only need to prove 7, = +00 a.s. The proof is similar to [17] by defining functions

Vilx,y) =v/x-1-Inyx+ /y-1-1Iny, (3)
1+02 ¢ 1+02 ¢
Va(x,y) = 13 / xZS—T(S) ds + 22 / xzs—r(s) ds
2 41-1') t-11(2) ( ! ) 41-1') t-73(2) ( ’ )

2 2
1+oy, 1+0y,

t 5 ¢ ,
+ 4(1-1) /trz(t)y (s - rz(s)) ds + 20- 1) /tm(t)y (s - r4(s)) ds.

Applying Ito’s formula to V(x,y) = Vi(x,y) + Va(x,y), we have

dV(x,y) = LVi(x,y) dt + LV (x, y) dt + (‘/’_C% dBu(t) + “"‘M’? — D=

(713\/— Da(t — 7 (t)) o1a(vVx = 1)yt — 7o ))
2

dBi5(2)

dBu3(t) + dBi4(2)

d321 (t) +

+ 7021(\/; b dBo3(t)

o3 /y-1)y
2

s 022(/y = Dyt - 13(2))

2 dBx () + oy I;y(t — ) dBu(t),
where
) B 2
LVi(x,y) = (‘/7_62 2 [V —anx - mzx(t - Tl(t)) - “13y(t - tZ(t))] * %
+ (2 = Vx)oa? + 2 - VH)oia(t - () + @ VRoit— n)
8 8 °
+ (ﬂz g [—d +anx(t - t3(t)) — any — axy(t - T4(t))] * (3&

s (2 = /Dopx(t - 13(t))? s (2= /)oYy . (2= o3yt - ()’
8 8 8

< 0.5r/x = 0.5a11x" + 0.5a11% + 0.25(1 + 073 )x” (£ — 71 (2))
+0.25a7,(v/x — 1)* + 0.25a7;(vx — 1)* + 0.25(1 + 07, )y* (¢ — 2(2))

+0.125(2 = Vx)oh + 0.2505x% — 0.12505x*° + 0.5d + 0.25a3,(/y — 1)

+0.25(1 + 03,)x% (£ — 73(8)) — 0.5a20)"° + 0.5a2; + 0.25a35(,/y — 1)
+0.25(1 + 05,)y° (¢ — 7a(2)) + 0.125(2 = \/y)o5; + 0.25035)> — 0.12503y>°,
because t’ < 1, we have
1+o0}

1+ 0'13

1- ( N+ (713)

_ 2 _ 2
LV,(x,y) = T ) ® 20— ) & (t-n) + T T/)x 6)
1 -7+ 022) 2 11—z + 0222) 9
W ( (t)) WJ} (t - Tz(t))
1+03 20+ 1+03, 20 - 1-7,)1+0}) (- 1)

Tai-c) aa-v) 41-1)
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l+of l+of , 1+03 1+0},
t)— t— t f)— —=
iAoyt O - nO)r T O —
l+of l+of , l+0},
t)— t— t t
+4(1_T,)y() 2 y* (£ — 7o ))+4(1_T,)y()

then

LV (x,y) = LVi(x,y) + LVa(x,)

1+03
= 0.5r/x — 0.5a15" + 0.5a1;% + B_x? +0.25a%, (vx - 1)

41-1")
2 2 1+o 2 2 2.2
+0.25a7,(v/x - 1)* + o)t 0.125(2 — v/x)o}; + 0.2505x
-7

1+0}
—0.12507x*° + 0.5d + 0.25a5,(/y — 1) + a 022/)962 - 0.5ax0y™°
-7

1+03,
4(1 - r/)y

+0.5a +0.25a5,(/y —1)* + () +0.125(2 — \/y)os

+0.2507y* — 0.12503y*°

<K.

x*(t - 13(0))
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There is a positive constant K satisfying the above inequality. By a similar proof to [17],

we can obtain the desired assertion, and it is omitted in here.

3 Stochastically ultimate boundedness

O

Definition 3.1 (See [20]) The solution X(¢) = (x(£), y(¢)) of system (2) is said to be stochas-
tically ultimately bounded, if for any € € (0,1), there is a positive constant § = §(¢), such
that, for any initial value (x(9),y(0)) € C([-7, 0], R?), the solution X(¢) to (2) has the prop-

erty

limsup P(|X(8)] = Va2(t) + y*(t) > 8) <.

Lemma 3.2 Let 0 € (0,1). Then there exists a positive constant K = K(0), which is inde-
pendent of the initial value (¢1(0), $2(9)) € C([-T, 0], R?), such that the solution X = (x,y)

of system (2) has
limsupE|X|? <K.

Proof Define V(x,y) = % + y°. Applying It&’s formula to system (2), we obtain

dV(x,y) = LV(?C,)/) dt + 011996‘9 dBu(t) + 0129x9+1 dBlz(t) + algexex(t - Tl(t)) dBlg (t)

+ 0'1499(?9)/(1' - ‘L'z(t)) dBm(t) + 0219316 dBm(t) + 0239y9+1 deg(t)

+ 0220y % (£ — 73(£)) dBa (£) + 02409’ (¢ — T4 (t)) dBaa (),

(4)
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where

08 -1)o?
+ ( 2)‘711969

2
X2 (t - Tl(t)) + Wﬁyz (t - rz(t))

LV(x,y) = 0x° [r —anx — alzx(t - Tl(t)) - algy(t - rz(t))]

N 0(0 —21)0122 NEN 0(6 —21)0123 N

a2
+0y"[~d + anx(t — 13()) — any(t) — arsy(t - ta(t))] dt + Mye

00 -102 ,., 66-1)02 0(0 ~1)o.
+ 23y9 2y zzyexz (t - Ts(t)) + 7243’93’2 (t - f4(t))
2 2 2
6(6 —1)o —1)o3
N ® 1)012x9+2 . 60 —1)o33 4.9
2 2
(Ban)? o . (0 —21)0122x9+2 + 6@ _21)0223y9+2

<10 + Qagly(’x(t - 13(2))

<107 +

+x%(t - 13(2))

T

= F(r.9) = Vi) + 22 (t - 70(0)) - 7 Ty

-1/

2 6(0-1)02
(Baz1) y20+ . 12 ,6+2

4
26 < 6 + 2, hence we easily see that F(x,y) is bounded in R?, namely,

9(0’1)‘7223 9+2 , 1-7'+e’
2

where F(x,y) = r0x% + Y72+ 542 492, Since 6 € (0,1),

F(x,y) <M, VXeR.

Hence, we have

T

1-1/

avix,y) < |:M - V(x,y) + (t - Tg(t)) - xz(t)] dt

+ 0'119969 dBn (t) + O'1299€9+1 dBlz(t) + Glgexgx(t - Tl(t)) dBlg(t)
+0140x"y(t — 72(8)) dB1a(t) + 010" dBo: () + 0230y dBos(2)

+0220y" x(t — 13(t)) dBa(t) + 0240y y(t — 74(t)) dBra(2). (5)
By virtue of (5), we use Itd’s formula again for e’V (x, y). We have

de'V(x,y) = et[V(x,y) dt + dV(x,y)]

ef

<é [M +a?(t - 13(0)) - I xz(t)] dt

-1/
+ oueetxe dBu(t) + 0’129€tx9+1 dBlz(t) + 0139etx9x(t - Tl(t)) dBlg(t)
+ 0149x‘qety(t — Tz(t)) dBM(t) + 02196‘)/9 dB21 (t) + azgé?etyml deg(t)

+ 0220y 'x(t — 73(£)) dB2a(£) + 0240y € y(t — T4 (t)) dBaa(t),

then

T

e'EV(x,y) < V(%(0),(0)) + Me* — E/t ex%(s) ds + E/t ex* (s —3(s)) ds
0 0

-1/
z
esx*(s) ds

< V(x(0),(0)) + Me* —E/O T



Dai et al. Advances in Difference Equations (2017) 2017:297 Page 6 of 15

G 0
< V(x(0),5(0)) + Me" + I ¢ - / ex2(s) ds.
- -73(0)

We easily infer that

limsup EV (x,y) < M.

t—+00

On the other hand,

S5

0

LSS

[4
2

XN = (3 + %)% =22 max(x”,)") <27 V().

Hence,

limsup E|X|’ <27M := K.

t—+00

The proof is completed. d
Theorem 3.3 Let 0 € (0,1), and system (2) is stochastically ultimate bounded.

Proof From Lemma 3.2, we know there is a positive constant K, such that
limsup,_, ., E|X|” < K. For any € > 0, let § = K?/€2. By Chebyshev’s inequality, we have

[ X@)I
N

P{X(t)|> 8} <
Then

limsupP{|X(t)} >8} <e. N
t—+00
4 Asymptotic pathwise estimation
Lemma 2.1 and Theorem 3.3 show that the global positive solution of system (2) is stochas-
tically ultimate bounded. This nice property motivates us to further study the system. In

this section, we will study the pathwise properties of system (2).

Theorem 4.1 For any given initial value satisfying (¢1(0), $2(9)) € C([-7,0], R2), the solu-
tions (x(t), y(t)) of system (2) have the properties

t Iny(t
nx(t) <1, lim sup ny() <1

. 1
lim sup
t— +00 n t—+00 n

Proof Applying Itd’s formula to system (2), we have

de' In V(x,y) = e In(x + y) dt + e" d1n(x + y)

2

xe:cy [r —anx — alzx(t — rl(t)) - algy(t - rz(t))] dt

=e'In(x +y) +
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ex?

S5—
m+wi
e'x
Ty [o11 dBu(t) + 0122 dB(t) + 013%(t — T1(2)) dBu3(¢)

oh +05x” +opx (- Ti(t)) + oy (¢ — Ta(0)) ] dt

+

+ o14y(t — 72(£)) dBu(t) ]

L
+ 2
x+y

[—d + dzlx(t — T3 (t)) - dzzy(t) - dzgy(t - ‘L'4(t))] dt

2
'5L[
(o0 + 9)?

0221 + 0223)/2 + 0222x2 (t - rg(t)) + 02243/2 (t - u(t))] dt

et

+ +yy [021dBx1(t) + 023y dB)3(t) + 000 (t — T3(t)) dBas(t)

+ 024y (¢ — 74(£)) dBaa(8)],

thus

e In(x(2) + y(2)) = In(x(0) + ¥(0)) + /Otes In(x(s) + y(s)) ds

EeSx(s)
+ /0 )+ y0) [r — anx(s) — apx(s - rl(s)) - algy(s - rz(s))] ds

13 S 202
- 0.5/0 ﬁ [0 + opax?(s) + o73x% (s — T (s))

+ 0124)/2 (s - rz(s))] ds

Leys)
+ /0 ) +90) [—d + azlx(s - T3 (s)) — anny(s) — azgy(s - 14(5))] ds

t S a2
- /0 0.5% [0 + 033Y°(s) + 035%° (s — T3(5))

+ 03,07 (s — Tals)) ] ds
+ Ml(t) + Mz(t) +M3(t) +M4(t)

+ M;5(t) + Mg (t) + M7 (t) + Ms(t),

(6)
where
Mi(t) = /(‘)tau%(sy)(s) dBii(s), My(t) = /Otauj%(;zs) dBi(s),
Aﬁﬁ):ljamffggégi%EBdBuux Auu)zlrauffggégi%gndBmux

[ ) [t ey)a(s = a(s))
Ms(t)—/o Gmx(s)+y(s) dBx (s), Ma(t)—/o 022_x(s)+y(s) dBo)(s),

[ _€P0) [t eys)y(s—Tals))
M7(t)—/0 GZBx(s)+y(s) dBys(s), Ms(t)—/o 024—x(s)+y(s) dBou(s).
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Let M(t) = Z?:lMi(t). Then M(¢) is a local martingale, and the quadratic form of M(¢) is
t 625x2 (S)
o (x(s) +¥(s))?
+ 05 (s - 1a(s)) ] ds
t eZs 2(3)
+05 ) (x(s)iw [0 + 033Y°(s) + 035%° (s — T3(5))
+ 03,07 (s — Tals)) ] ds.

(M(8), M) =0.5 [of + 013x°(s) + of3x* (s — Ta(s))

According to the exponential martingale inequality (see [17]), for any positive constants

T, o, and B we have

P{ sup |:M(t) - g(M(L‘),M(t))] > ,3} <e P, 7)

0<t<T 2

We choose T = yk, o = e vk, B= pe’¥Ink, and then
e vk
P{ sup [M(t) - T<M(f);M(t)):| > Peyklnk} <k,

0<t<yk

where p > 1 and y > 0. By virtue of the Borel-Cantelli lemma [13], for almost all w € €,
there exists a ko(w), such that, for all kX > kq(w),

—yvk
M) < %(M(t),M(t)) +pe*Ink, 0<t<yk

Substituting the above inequality into equation (6), we have
t
e In(x(¢) + y(£)) < In(x(0) +»(0)) + / e In(x(s) + y(s)) ds + pe’* Ink
0

£ eSx(s)
+/0 M[’"—ﬂnx@)]ds

0]
+ /(; m [61219(3(5 - 7,'3(8)) - ﬂ22y(3)] ds

13 —yk
05 [ e

(x(s) + y(s))2 of + ohxt(s) + o’ (s -0 (s))

+ 05y (s - 1a(s)) ] ds

e (1— e Thy(s)
- 0‘5/0 )+ 76)

+ 0224)/2 (s - 14(3))] ds. (8)

[0221 + 0223 Y2(5) + ohx? (s - 13 (s))

Because 0 <t < yk, k > Ky(w), we know s < yk. Note that

t t ,s—13(s) ,T3(5) _ T t—13(¢)
/ esx(s - 7,'3(3)) ds < / ¢ e als tS(S))d (s - Tg(S)) <° / e'x(s)ds
0 0 -

1-7/ —1-T 73(0)

z 0 7 t
¢ / e*x(s)ds + ¢ / e*x(s) ds.
_ 1-1/ 0

<
1-7" J_ 5300
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Then we can rewrite (8)

6121€T

0
e In(x(2) + y()) < In(x(0) +»(0)) + T /;3((» e'x(s) ds

+ / tes[ln(x(s) +y(s)) +r]ds + fzji/ /0 teSx(s) ds

ds + pe’*Ink

0
“min{o}, 05}e (1 - &K (x4 (s) + y*(s))
0 2(x(s) + y(s))?

anet [©
2 /‘/ ex(s)ds + pe’* Ink
-73(0)

< In(x(0) + »(0)) + -

¢ G
+/ esl:ln(x+y) +7r+ ane [x+y]
0 1-7

~ min{o},04}(1 -7k
16

(x+ y)z] ds. 9)
Obviously, there is a positive constant Kj such that

7 in{o2, o2 )(1 — e-7k
In(x +y) +7+ e [x +y]_m1n{au 933}(1 —e7)

2 <K
-7 16 =k

Let C = In(x(0) + ¥(0)) + ane’ f_ofg(o) ex(s)ds. Then, forall 0 <t < yk, k > Ky(w),

1-1/
t
e In(x(¢) + y()) < C + / Kiéds + pe’*Ink.
0

If y(k-1) <t <ykand k > ky(w), we obtain

1n(x(t)+y(t))< C Kie-K pe*Ink

Int ~ eflnt eint | etlnt
We infer
1 t t
lim sup M < pey. (10)
t— +00 Int

Letting p — 1, y — 0, by (10) we have

lim sup In(x(2)) <1, lim sup ln(y(tt))

t— +00 n t—+00 n

<1

=4

5 Persistence and extinction

It is critical to discuss the persistence and extinction for an ecological population system.
In this section, we will mainly investigate the persistence in mean and extinction of sys-
tem (2).

Theorem 5.1
(1) Ifr <0.502, populations x and y of system (2) will go extinct a.s., namely,
limy—, 400 #(£) = lim;, 1o ¥(£) = 0, a.s.



Dai et al. Advances in Difference Equations (2017) 2017:297 Page 10 of 15

2) Ifr>0.503, population x is weaklypersistent a.s., namely, x* > 0.
(@) Ifr>0.507 and (,121)’——05011)

—han (d +0.503) < 0, population y of system (2) will go
extinct a.s., namely, lim;, 00 y(t) = 0, a.s.

0.5
M (d+0. 5(,21)

(b) Ifr>0.502 and w (d +0.502) > 0, then (y(£))* < —= ,

a2

as.
3) Ifr=0.507, then the population x is nonpersistent in the mean a.s., namely, (x)* = 0.

Proof Applying Itd’s formula to system (2), we have

dlnx = [r - anx — apx(t - 1(t) - aizy(t — ©a(t)] dt
—0.5[07] + oppx® + ojyx? (£ - 11(0)) + o3P (£ - 1a(2)) ] dt
+ 011 dB () + 0122 dB1o(£) + 013%(¢ — T1(2)) dBi3(2)
+ 01yt — 12(0)) dBua(2),
dlny = [—d + anx(t — 13(0)) — axny(t) — axy(t — ta(t))] dt
—0.5[03; + 033" + 035 x” (£ — 13(0)) + 03,07 (£ — Ta(t)) ] dt
+ 091 dBy (£) + 023y dBos (t) + 020 (¢ — 73(¢)) dB2a ()

+024y(t — T4 (2)) dBoa(2).

Integrating both sides from 0 to t, we get
In2(0)/x(0) = /0 '~ ) — (s - 1) — arsy(s — 7a(s) ds
05 /O 02 1 0242(5) + 022 (s - 1a(s)) + 022 (5 - 1als)) ds
" /0 o dBu(s) + /0 1x(8) dBuy(s) + /0 (s - 1(9) dBra(s)
+ /0 t o14)(s — 72(5)) dBua(s), (11)
Iny(8)/5(0) = /0 't ana(s - 159) - @xy(s) — any(s — 1) ds
~05 /Ot 03 + 0Ly () + 0hx% (s — 13(5)) + 02,97 (s — Tals)) ds
" /0 o dBa(s) + /0 r23(5) dBas(s) + /0 s (s - 15(6)) dBaals)
o sa(s  7a(5)) dBas ), (12)
where
, ,
Ni(¢) = /0 o11 dB1(s), Ny(t) = /0 o12%(8) dB1>(s),

Ny(t) = /0 oux(s— () dBi(s),  Nalt) = /0 017(s - 72(5)) dBua(s),
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t

N5(t) = f o dBau(s)  Ne(t)= / ono(s - 13(5)) dBa(s),
0 0

t

No(0) = /0 o2y(s) dBas(s)  Na(t) = /0 024y(5 = 7a()) dBaa(s).

Noting that N;(¢) is a local martingale, we have

<N2(t),N2(t)):/0 0221x2(s) ds, (Ng(t),Ng(t)>:/0 0223x2(s—t1(s)) ds,

t

<N4(t),N4(t)) = /0 oy (s —12(s)) ds, (N(,(t),N6(t)) = / ohx (s—13(9)) ds,

0

t t
Wo0No0)= [ R 0ds NN = [ oo (s - rae) ds.
0 0
By the exponential martingale inequality (7) (choose T = k, @ =1, 8 = 2Ink), we have

1
P{ sup [M(t) - E(N,-(t),N,»(t)):| > 21nk} <1/k*, i=2,3,4,6,7,8.

0<t<yk

By virtue of the Borel-Cantelli lemma, for almost all w € €2, there exists a ko(w) such
that, for all k > ky(w),

Ni(t) < =(N;(®), Ni(6)) + 2Ink, 0 <t <k k> ko(w).

N =

Substituting above inequalities into (11) and (12), we have

Inx(t)/x(0) < / r— 0.50121 —anx(s) — algx(s - rl(s)) - algy(s - ‘L'z(S)) ds
0
+Ni(¢) + 6Ink

t
< f r—0.50% ds + Ni(t) + 6Ink, (13)
0

t
Iny(£)/y(0) < / —d - 0.50221 + azlx(s - Tg(S)) — any(s) — 6123_)/(S - t4(s)) ds
0
+N5(t) + 6Ink

t
< / -d— 0.50221 + anx(s — tg(s)) ds + N5(t) + 6Ink, (14)
0

forall0 <t <k, k> ko. When 0 <k-1<t¢t<k,by(13)

Ni(t) 6Ink
+ k— 1 .

Inx(¢)/x(0
Mfr—0.501%+

(1) If r — 050 < 0, have lim,_, ;oo x(t) = 0. In combination with (14) we easily obtain

limy 400 y(t) = 0 a.s.
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(2) If r — 0.50% > 0, suppose this assertion is not true, that is to say P(S) > 0, where
S = {x* = 0}. Then for w € S, we have lim;_, , », x(£, ®) = 0, hence,

lim (x(t,w)) = lim <x2(t, a))) = lim (x(t— rl(t),a))) = lim (xz(t— rl(t),a)))

t—+00 t—+00 t—+00 t—+00
. . 2
= tEErnoo(y(t —1(2), w)> = tETw<y (t —15(2), w)) =0. (15)
Then, according to the law of large numbers for local martingales, 22 = 0. By virtue of

(12) and (15) we have

|:1n x(t)/x(0)

; } r-050% > 0. (16)

By Theorem 4.1 we obtain

|:lnx(t)/x(0):|* - [lnx(t)/x(O)]*[ln_t]* <0
t - Int t | —

Obviously, this is a contradiction, namely x* > 0.
Forall 0 <t <k, k> kg. Then, Ve > 0, there existsa T >0, when0<k-1<T <t <k
and [L;‘k]* <€

It follows from (13) that

Inx(£)/%(0 Ni(t
w <r—050% +€ —an(x()) + lt( ) st 17)
9 % r—0.502
If r - 0.507; > 0, we have (x(£))" < ——*.
In the same way, by (14)
1nv(8)/4(0 ¢ Ns(t) 6lnk
OO 4057+ [ ana(s - ) ds - azpto) « o 4 0
0

t t t

0 t
<-d- 0.50221 + t(la—mr’) [/r(o) x(s)ds + /0 x(s) ds:| - azz(y(t))

N5(t) 6Ink
+ + ,
t t

forall0 <t <k, k> ky. Ve >0, thereexistsaT>O,when0<k—1§Tftfk,[&fk]*<
€/2 and 772 fr(O x(s)ds < €/2.

T

We have

In y(¢)/y(0) - a(r—0.503)

Ns(2)
14 T an(l-1) '

—(d+0.503) — an(y®) +

(r-0.502 . 0.502)
(a) If %T)“ (d + 0.50%) < 0, we have lim,, oo ¥(£) = 0, a.s. (b) If ”12;1:4)“ -

M (d+ 05021)

2 (1-t)a
(d +0.504) > 0, we have (y(¢))* < “@2 ,a.s.

(3) If r— 0.502 = 0, by (17) we have (x(£))* < ;T Since € is arbitrary, we have (x(¢))* = 0,
a.s.

The proof of Theorem 5.1 is completed. O
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(a) (b)

Figure 1 Solution of system (2) for r = 0.3, a1, = 0.6, a1 =0.2,a13 =0.5,d = 0.4, a1 = 0.6, a; = 0.4,
az3 =0.3, 71(t) = 0.2(2 + cos t), T2(t) = 0.3(1 +sint), T3(t) = 0.2(2 + sin t), T4(t) = 0.3(1 + sint), 012 =0.2,
013 =0.4,014 =0.2, 021 =022 =023 =024 =0.2. (a) 011 =08,07 =0.2. (b) 011 =02,071=02.

Remark 5.1 The definition of weak persistence is not a very appropriate one for stochastic
models. Many authors have introduced some more appropriate definitions of permanence
for stochastic population models, for example, stochastic persistence in probability (see
[21, 22]) or a new definition of stochastic permanence (see [23]). We will continue to study
them in future work.

6 Numerical simulations

Now let us use Milstein’s method (see [24]) to support our results. See Figure 1. We choose
r=03,a11=0.6,a1,=02,a13=05,d=04, ay = 0.6, ay, =0.4, a3 =0.3, 71(t) = 0.2 x
(2 +cost), To(t) = 0.3(1 +sin ), 73(¢) = 0.2(2 +sint), 74(£) = 0.3(1 +sin¢), 012 = 0.2, 013 = 0.4,
o014 = 0.2, 091 = 099 = 023 = 024 = 0.2. The difference between the conditions of Figure 1(a)
and Figure 1(b) are the values of o1; and o9;. In Figure 1(a), we choose 011 = 0.8, 091 = 0.2.
Then r — 0.50 <0, hence, by Theorem 5.1(1), we see that populations x and y go extinct;
see Figure 1(a). In Figure 1(b), we choose o011 = 0.2, 031 = 0.2. Then, by computation, we
%Oji‘)ﬁ) —(d +0.50},) < 0, hence, by Theorem 5.1, we see that
population x is weakly persistent and population y goes extinct; see Figure 1(b).

obtain r — 0.50% > 0 and

7 Conclusions

In this paper, we consider a stochastic predator-prey system with time-dependent delays.
We first show that system (2) has a global positive solution and is stochastically ultimate
bounded. And then we also discuss the asymptotic properties for the moments as well
as the sample paths of the solution. Finally, we obtain the critical value between weak
persistence and extinction of the prey and simulate the model to support our results.

There are still many interesting and challenging questions that need to be studied. We

outline some open problems and topics for further research.

(1) The stability of the positive equilibrium state is one of the most interesting topics in
the study of population models. Considering the influence of environment noise, the
stochastic models do not keep the positive equilibrium state of the corresponding
deterministic systems. However, in recent years, many authors have studied the
stability in distribution of stochastic population models (see [25—27]). Hence, the
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study about the stability in distribution of system (2) is necessary. We will continue
to investigate this in our future work.

(2) In the natural environment, the populations are inevitably subject to the
environmental noises, and when the intensity of the noise is sufficiently large, the
population will go extinct (see Figure 1(a)). Hence, we can extend classical
deterministic systems with time dependence. For example, in [9, 10], the authors
considered a population model:

m

2(t) =Y ar®x(i(t)) - B} (), =0,

k=1

where m > 1 is an integer, and functions / : [0,00) — R are continuous, such that
t— 1 <h(t) <t, v = constant. They considered the effects of environmental noise,
and studied the stochastic permanence, the stability in distribution and other
dynamic properties of stochastic population models.
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