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Abstract

We discuss the existence of nontrivial solutions to the boundary value problems for a
coupled system of second-order nonlinear difference equations by using the critical

point theory. The nontrivial solutions where neither of the components is identically

zero are achieved under some sufficient conditions.
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1 Introduction
Put N*, Z, R to be the sets of positive integers, integers and real numbers, respectively.
For a,b € Z, define Z(a,b) = {a,a +1,...,b} when a < b.

In this paper, we study the following boundary value problems for a coupled system of

second-order nonlinear difference equations:

~A’¢(k = 1) = np(k) = by (k) + a1 ¢* (k) + az > (K)p (k),
=AY (k= 1) = 2§ (k) = bor (k) + ax > (k) + az® (k) (k), 1.1)
#(0) =N +1)=¢(0) =y (N +1) =0,

for all k € Z(1,N), where N € N*, w;, w; € R, a; e R\ {0},i =1,2,3, and {by} is a real
number sequence, j =1,2. A is the forward difference operator defined by A¢(k) = ¢p(k +
1) - ¢(k), A*¢(k) = A(A¢(k)).

Boundary value problems for a coupled system of nonlinear differential equations have
been the subject of many investigations [1-7]. Among the main methods are the Schauder
fixed point theorem, the Banach fixed point theorem, the synchronization manifold ap-
proach and the coincidence degree theory. However, the results on boundary value prob-
lems for a coupled system of second-order nonlinear difference equations are relatively
rare. The critical point theory is a strong tool to study the periodic solutions [8—10], the
homoclinic solutions [11,12] and the boundary value problems [13, 14] for difference equa-
tions. Recently, Bonanno et al. [15] developed a new approach to discuss the boundary
value problems for a second-order difference equation by using critical point theory. Mo-
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tivated by [15], we try to use the variants of the mountain pass theorem, the local minimum
theorem and its variant to study system (1.1).

System (1.1) arises from the discretization of the two-component system of time-
dependent nonlinear Gross-Pitaevskii system (see [16] for more detail) as

. di

iGE = = A?upy + by — ay|ug*u — as|vi*ux, 12)
.d :
iGE = —A?viy + bogvi — as|vilPvi — as|ug | vi

where k € N*. For the general background on a coupled discrete Schrodinger system, we
refer to [17].

Huang and Zhou [18, 19] considered system (1.2), with a few differences in notation, and
they studied the solutions to system (1.2) of the form

uy = et (k), Vi = e 2ty (k), (1.3)

where k € N*.

By substituting (1.3) into (1.2), a routine calculation gives

~AN’¢(k = 1) = ;np (k) = b (k) + a1 (k) + az > (k) (),

1.4

=AY (k =1) = wa ¥y (k) = b (k) + a3 (k) + azp? (k) (k), 9
where k € N*. Using the Nehari manifold approach, Huang and Zhou have established suf-
ficient conditions on the existence of nontrivial homoclinic solutions that have both of the
components not identically zero to system (1.4), in [18] and [19]. However, we find that no
similar results were obtained in the literature for system (1.1). We noticed that most works
on the existence of solutions to the boundary value problems are for difference equations,
and less is known for coupled difference systems. If we let ¢(k) = 0 or ¥ (k) = 0 in sys-
tem (1.1), we get a boundary value problem for a single difference equation. Therefore,
it is important that we get solutions of (1.1) where both of the components are not zero.
Throughout this paper, we will show that the critical point theory is very useful to demon-
strate the existence of solutions of system (1.1).

An outline of this paper is as follows. In Section 2, we establish the variational framework
and introduce two variants of the mountain pass theorem, the local minimum theorem
and its variant. Some notations will also be given. Then, in Section 3, the coerciveness
and compactness of the variational functional are given by different assumptions of the
coefficients. A two critical points theorem and a three critical points theorem are stated
in Section 4. The existence of nontrivial solutions with both of the components being not
zero to system (1.1) are then established in Section 5. Finally, as an application, an example
is presented in Section 6.

2 Preliminaries
In this section, we define some notations and give the variational functional of system (1.1).
Some related fundamental theorems are presented at the end of this section.

Let S be the N-dimensional Banach space as follows:

S:={¢:Z(0,N +1) > R | $(0) = p(N +1) = 0},
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which is equipped with the norm

N 3
plla := <Z¢(k)2) , VgeS.
k=1

Define || - [, I| - lloo and [|(, )l as

1

N+1 2
lgll = (Z(Aqs(k—l)f) ., Vpes,

k=1

19l = max |p(k)], VpeS
keZ(LN)
and
1@ ¥)|| . = max{liglloe, 1V llo}, Vi) €S xS,
respectively.

Define a linear map L : S — RN by

where - denotes the transpose of -.
Clearly,

lglI> = Lp) CLp), Vo €S,

where
2 -1 0 ... 0 O
-1 2 -1 0 O
0o -1 2 0 0
C:= )
0O 0 O 2 -1
0O 0 O -1 2

NxN

The eigenvalues of matrix C (see, for instance, [15], Section 2, and [20], Section 2) are

Ag = 4 sin®

km
, ke Z(L,N),
SN+ KEEAN)

one has

Vallglla < gl < Vaxligla, V€S

and

ol [Pllocs VP ES.

VNAN —
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From [15], Proposition 2.1, we know that

[Plle = Kalipll, Vo €S,

where
I% N if N is odd,
5=
5t ﬁ)‘f, if N is even.
Let

fik(x,y) == w1 — by + ax’ + ozgyzx,

Fok(x,9) 1= 02y — bogy + azy® + azx’y,
1

1 1 1 1
Fr(x,y) = 5(0)1 — bi)x® + E(wz —bor)y* + Zﬂlx4 + 1612)’4 + Etlaxzyz,

for all x,y € R and k € Z(1,N), obviously,

8Fk(x, 3Fk x,9)
- fik(%,9), )

= fok (%, ).
The functional I(¢, ) is defined by

(¢, ¥) = A(p,¥) - B(, V),

where

N+1 N+1

A= 3 D (A0 D)+ (A1),

k=1 k=1

B, ¥) = ZFk o (k), ¥ (k)),

k=1

forall (¢,¥) € S x S.

A standard argument gives that the critical points of I(¢, ) are the solutions of sys-
tem (1.1).

The following definition and lemma are taken from [21, 22].

Definition 2.1 The Gateaux differentiable function I satisfies the Palais-Smale condition
(PS) if every sequence {x;} such that I(x;) is bounded and I'(x;) — 0 for j — oo contains a
convergent subsequence.

Lemma 2.1 Let E be a finite dimensional Banach space. Suppose that I : E — R is lower
semicontinuous and coercive. Then I admits a global minimum.

We state two variants of the mountain pass theorem (see [23], Theorem 2.2) due to [15],
Corollary 3.2, and [24], Theorem 1.1, Chapter II.
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Lemma 2.2 Let E be a real finite dimensional Banach space. Suppose that I : E — R is
continuously Gateaux differentiable, unbounded from below and satisfies (PS). Further
suppose that I possesses a local minimum x,. Then I possesses a distinct second critical
point.

Lemma 2.3 Let E be a real finite dimensional Banach space. Suppose that I : E — R is con-
tinuously Gdteaux differentiable and coercive. Further suppose that I possesses two distinct
local minima x, and x,. Then I possesses a third critical point x3 which is distinct from x;

and x,.
The local minimum theorem and its variant are presented below.

Lemma 2.4 (Local minimum theorem) Put r > 0 such that

SUP4-1([0,/)) B(¢, V) <1

r

Then the functional I(¢, V) = A(¢, V) —B(¢, V) has at least a local minimum (¢, *) € S x
S such that A(¢*, *) < r, I(¢*, *) < I(¢, V) for all (p, ) € A™X([0,7]) and I'(¢p*,¥*) = 0.

Proof First, we deal with the case in which sup,-1(jo,} B(¢, ¥) = 0. We find 0 < A(¢, ) =
A ) — SuD 10,0 Bt v) < A, V) — B, 1) = 1, ¥) for all (9,3) € A™([0,r]). It is
easy to show that (¢*,¢*) = (0,0) satisfies our conclusion. Now, suppose sup 4-1,,1) B(¢,
¥) > 0. Remind that A(¢, ) is continuous and coercive, therefore the set A~1([0,r]) is
closed and bounded. Hence, there exists (¢*, ¥*) € A71([0, r]) such that

I(¢*,¥*) = min I(¢,¥).
A7L([0)

Lemma 2.4 will be proved if we can show that (¢*,v¥*) € A7([0,7[). For the sake of

sup ,— B(g,¥r) . *
% < 1, we obtain M <1,

contradiction, suppose A(¢*, ¥*) = r. Using
that is, A§¢*’¢* <1, 50 1(0,0) = 0 < I(¢*,¥*) and this leads to a contradiction. Hence,

(¢*,v*) € A71([0, r[). This completes the proof of Lemma 2.4. O

Lemma 2.5 Suppose that there exist r > 0 and (w,w) € § X S, with 0 < A(w,w) < r, such
that

SUp 4-1((0,7) B(¢, ¥) B(w,w)
<1< .
r A(w,w)

Then the functional I(¢, ) = A(p, V) — B(p, V) has at least a local minimum (¢p*, ") €

S x S such that (¢*,¥*) # (0,0), A(¢*, v*) < r, I(9*, ¥*) < I(¢p, V) for all (¢, %) € A7([0,r])
and I'(¢p*,¢¥*) = 0.

Proof As stated in Lemma 2.4, we obtain that I(¢*, ¥*) = ming-1(j,1) (¢, V) holds. If
A(gp*,v*) = 0, then (¢*,¥*) = (0,0). It follows from 1 < B(W’W) that I(w,w) < 0 = I(¢*, ¥*),

A(w,w)
. .. B(g,¥) g
which leads to a contradlctlon If A(¢p*,v*) = r, from M 1, we have 2@2¥0) o
1, that is, AE¢* 7 < 1,501(0,0) = 0 < I(¢p*, ¥™*). Again, this leads to a contradiction. Hence,

(¢*,¢*) € A71(]0, 7[). Lemma 2.5 is proved. O
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3 Compactness and coerciveness of the variational functional
We point out the following two lemmas which will be used in the next section.

Lemma 3.1 Assume that the following condition holds.
() a1>0,ay>0,a3>0 or a% < aia, when as < 0.

Then I(¢, V) satisfies the (PS) condition and it is unbounded from below.

Proof Taking into consideration that (/;) holds, we have

. Fk(x)y)
lim =
x21y2 s 00 X2 + Y2

for all k € Z(1,N). There exist & > 3.y and g > 0 such that Fx(x,y) > a(x? + y*) — B for all
k € Z(1,N). Let {(¢,, ¥,,)} be a (PS) sequence such that |I(¢,, ¥,)| < M, where M > 0.
First, we need to verify that {(¢,, ¥,,)} is bounded. We have
-M S I(¢m wn)

1 2 1 2 =
= S 6ull”+ Sl = > Fi(pulk), k)

=
%AN||¢H||2+ = ll¥all3 - ak213¢(k>+w(k))+Nﬁ
= 5 Oov = 2a) (16415 + I¥l3) + NB

s%(xN—za)Kz (I9al% + [¥al) + NB

< )‘;1’(2 22 )| +

We obtain ;}1{2“’ (P, V) I%, < M + NB. Notice that 2 — Ay > 0, hence, {(¢,, ¥,)} is
2

bounded and admlts a convergent subsequence.
The next thing to do in the proof'is to verify that I(¢, ¥) is unbounded from below. From

the above discussion, one has I(¢, ) < ;2[2 2o (¢, ¥)|I%, + NB. Since Ay — 2« < 0, one has

lim ~ I(¢,¢)=-00
(@)oo —>+o0

This completes the proof of Lemma 3.1. O
Lemma 3.2 Assume that the following condition holds.

() a1<0,a7<0,a3<0 orag < ayay when az > 0.

Then I(¢, V) is coercive.

Proof Notice that (/) holds, one has

Fr(x,y)
x2+y2 = +o0 x2 +_)/2
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for all k € Z(1,N). There exist & < 0 and 8 > 0 such that F(x,y) < a(x? + y?) + 8 for all
k € Z(1,N). Then

N
109) = S 1617 + S 117 = Y Ee(p), v (K)

k=1
1 1 N
> Shllels + Sl - o ;(Mk) +y2(k) - NB
1
=5 =2a)(llgll3 + ¥ 113) -NB
1
> 5“1 2“’1<2 (llpll% + I¥l%) -NB

Since A1 — 2« > 0, we have

lim 1(p, V) = +o0.
(@¥)lloo—+00

Therefore, I(¢, V) is coercive. a

4 Multiple critical points theorems

Two consequences of the local minimum theorem were discussed in [15] (see [15], Sec-
tion 4). In this section, motivated by [15], we state two consequences of Lemma 2.4 as
follows. The first one is a two critical points theorem and the second one is a three critical

points theorem.
Theorem 4.1 Assume that (J;) holds. Moreover, there exists r > 0 such that

SUPAfl([o,r])B(d), W) <1
r

Then 1(¢p, V) has at least two distinct critical points.

Proof Taking into consideration that (/;) holds, from Lemma 3.1 we obtain that I(¢, V)
satisfies the (PS) condition and it is unbounded from below. Notice that w <
1, it follows from Lemma 2.4 that I(¢, ) admits a local minimum. I(¢, ) satisfies the
conditions in Lemma 2.2, then I(¢, ¥) admits a distinct second critical point. Hence, the

proof is completed. d

Theorem 4.2 Assume that () holds. Furthermore, there exist r > 0 and (w,w) € S x S,
with r < A(w, w), such that

SUp 4-1(j0,7) B(¢, ¥) B(w,w)
<1< .
r Alw,w)

Then the functional I(¢, V) = A($, ) — B(¢, ) has at least three distinct critical points.
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Proof Taking into account that (J;) holds, we know that I(¢,v) is coercive from

Lemma 3.2. Since

SUP4-1([0,1]) B(¢,¥) <
r

1;

from Lemma 2.4, I(¢, ¥) admits a local minimum (¢, ¥;) such that A(¢y, Y1) < 7.
Let

Ay ={" A ) <, (4.1)

Alp,y), ifA(p,¥)>r.

Apparently, I"(¢p,¥) = A"(¢,¥) — B(¢,¥) is continuous. Since A’(¢, V) — B(o, ) >
A(p, ) — B(o,¥) for all (¢, y) € S x S, then I"(¢, V) is coercive.
It follows from Lemma 2.1 that I"(¢, ) has a global minimum (¢, ¥,), that is to say,

Ar(¢2’ Wz) _B(¢2’ WZ) =< Ar(¢7 W) _B(¢’ 1/f)» V(¢’ W) €SxS.

We assert that A(¢,, ¥2) > r. If otherwise, then A(¢g,, ) <r.

sup, B(¢,
It follows from A 1([0',’]) @ 1< ﬁ%ﬁ; that
B(w,
B(w, w) — sup,-1,7) B(@, V) S B(w,w) - ’"A%,;V/; _ Bw,w) o1
Alw,w)—r Aw,w)y—-r  Aw,w) "

then r — sup -1, B(¢, ¥) > A(w,w) — B(w,w). Since A(w,w) > r and A(¢y, y2) <1, we
obtain that A”(¢, ¥2) — B(¢h, ¥2) > A"(w, w) — B(w, w) and this is contrary to (4.1). Our
assertion is proved.

From inequality (4.1), one has A(¢o, ¥2) — B¢, ¥2) < A(¢, V) — B(¢, ) for all (¢, V) €
A7Y(Jr, +o00]). Since A7}(]r, +o0[) is an open set, we obtain that (¢, V) is a local minimum
of I(¢, ¥).

To conclude, I(¢, ) has a local minimum (¢, Y1) such that A(¢y,¥;) < r and a local
minimum (¢, ¥2) such that A(¢,, ¥2) > r. According to Lemma 2.3, the statement in The-

orem 4.2 is proved. O

5 Existence of nontrivial solutions

In this section, we establish our main results. The existence of four nontrivial solutions
where both of the components are not zero to system (1.1) is ensured by some sufficient
conditions.

To prove the main results, we need the following four lemmas.

Lemma 5.1 Assume that the following condition holds.

(J3) a1 > 0 and there exists a constant ¢ > 0 such that

@ — min by +a;c* <0.
keZ(LN)
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Then the boundary value problem

_A2¢(k - 1) =_f1k(¢(k),0), k S Z(LN)’
#(0)=¢(N+1)=0

(5.1)

has no nontrivial solution ¢* such that ||¢* |« < c.

Proof If the conclusion is not true, then suppose that the boundary value problem (5.1)
has a nontrivial solution ¢* such that ||¢*||» < ¢, hence, I(¢,0) has a nontrivial critical

point ¢*. Since
I'(¢,0) = C(Lg) - VB(s,0),

where V denotes the gradient. One has
(VB($",0),L¢") = (C(L") L),

where (-, -) denotes the usual scalar product in RN. By matrix theory, C is positive definite,

we have

(C(Lg*),Lg*) >0,
that s,

(VB(¢*,0),L¢*) > 0.

Using (/3), we find

N

¢*(K)fix (6" (k),0) = D (1 - bix + m¢p*(k)*)p* (k)

k=1

M=

(VB(¢*,0),L¢*) =

T
2N

=<

M=

_ . * 2 * 2
(1= min_buc+ 219" (R )" (k)

>
I
—

-

(col — min by + a102)¢*(/<)2
keZ(1,N)

IA
(=
n

where ¢*(k) € ]—c, c[ for all k € Z(1,N).
This leads to a contradiction. This completes the proof. O

Lemma 5.2 Assume that the following condition holds.

(Ja) az > 0 and there exists a constant ¢ > 0 such that

wy— min by + asc® <O0.
keZ(L,N)
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Then the boundary value problem

Yk —1) = fu(0,9(k)), keZ(1,N), (5:2)
1//(0) =y(N+1)=0
has no nontrivial solution ¥* such that ||[V*| « < c.

Proof The proof of this lemma is analogous to that in Lemma 5.1 and so is omitted. O

Lemma 5.3 Assume that the following condition holds.

(J5) a1 <0, mingeza,n) bix — w1 < 0 and there exists a constant ¢ > 0 such that

N(mingezan) bix — w1) - c
@ ~ V2ZNMNK,

Then the boundary value problem (5.1) has no nontrivial solution ¢* such that

1> e

Proof 1t follows from Lemma 5.1 that
(VB(¢*,0),L¢*) = (C(Lg*),Lp*) > O

Taking (J5) into consideration, we have

N

¢* (K)fik (¢*(K),0) = > (w1 — by + ™ (k)*) ™ (k)?

k=1

(VB(¢*,0),L¢") =

M= 0=

. .
: o1 (wl - ke%l(lf,l]v) by + ar¢* (k) >¢ (k)
N N
_ R . o
= (w kerg(llr,lN)blk>Z;¢ (k) +a1§¢ (k)

o= i BNl v

(o min b )N+ a2 7]

IA
S~ /N

<0,
N(mingezq,n) bre—o1)
* 4 (S »
where ||¢*]|0o > ok a .
This leads to a contradiction. We have thus proved the lemma. d

Lemma 5.4 Assume that the following condition holds.

(Js) a2 <0, mingeza,n) bak — wa < 0 and there exists a constant ¢ > 0 such that

N (mingeza,n bax — w2) - c
a) 2N)\.NK2 ’
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Then the boundary value problem (5.2) has no nontrivial solution * such that

C
* —
lv*l..> SNy

Proof The proof of this lemma is quite similar to Lemma 5.3 and so is omitted. d

Theorem 5.1 Assume that there exist two constants c, d, with 0 < d < ¢, such that

2 ZJI:I:I Max(x,y)e(o,c]x[0,c] Fk (%, Y) 21/:]:1 Fi(d, d)
2K, > <1< o2 .
c

Then system (1.1) has at least one nontrivial solution (¢*,*) such that ||(¢*, V*)|lx < .
Furthermore, if (J3) and (J4) hold (and ¢ as above), then system (1.1) has at least one non-
trivial solution (¢*, ¥*) with ¢* # 0 and y* # 0 such that ||(¢*, ¥*) |l oo < ¢, there exist other
three nontrivial solutions (—¢*,v*), (¢*, —¥*) and (—¢*, —*) to system (1.1).

Proof Let r = % From [[¢]lec < Kall¢ll and |||l < Ka[|¥[|, one has [[(¢, ¥)llc =
max{[|@llo, [¥lloo} < max{Kal@ll, Kol |1} = Kymax{[$], ||} < Kov/2r = ¢ for all (¢,
¥) € S x S such that A(¢,¥) < r. Hence,

N
B, ¥) = Y Fe(p(k), v (k)
k=1

N

< max  Fi(x,y)

-, @yel-adx[-cd

>~

N
= max Fr(x,
;(x,y)E[O,c]X[O,c] K(%7)

for all (¢, ¥) € S x S such that A(¢, ) <r. As a result,

SUP4(g,y)<r B¢, V) 5 Y MaX(xy)e(0.c]x[0,6) Fx(%,9)
<2K, >

r C

Put (w, w) € RN*2 x RN*2 to be such that w(k) = d for all k € Z(1,N) and w(0) = w(N +1) =

0. Obviously, (w,w) € § x S. Furthermore, we obtain
N+1 N+1

Alw,w) = % Z(Aw(k - 1))2 + % Z(Aw(k - 1))2 =2d?,

k=1 k=1

N
B(w,w) =Y Fi(d,d).
k=1

Consequently,

Bw,w) Y}, Fi(d,d)
Aw,w) 2d?
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It follows that

SUP4g,y)<r B Y1) 1< B(w,w)
r Alw,w)’

According to 0 < d < ¢, we have

d? 1 c2 1 2
N <2 N sy v ,
Yo Feld,d)  4K3 Y max(yepo,axiod Fe@y) — 4K3 Y0 Fu(d, d)

so, 0<d< ﬁc. Hence, 0 < A(w,w) < r. Lemma 2.5 ensures that system (1.1) has at least
one nontrivial solution (¢*, ¥*) such that ||(¢*, ™)l < c.

Furthermore, if (/3) and (/1) hold, we claim that system (1.1) has at least one nontrivial
solution (¢*, ¥*) with ¢* # 0 and ¥* # 0 such that ||(¢*, ¥*)||« < c. For the sake of con-
tradiction, assume that (¢*, 0) is a nontrivial solution of system (1.1), that is to say, ¢* is a
nontrivial solution of the boundary value problem (5.1) such that ||¢* ||~ < ¢, this is con-
trary to the conclusion of Lemma 5.1. Similarly, we can show that (0, ¥ *) is not a nontrivial
solution of system (1.1). Our claim is proved.

Apparently, (—¢*, ¥*), (¢*,—¢*) and (—¢*,—*) also satisfy system (1.1). Hence, the

statements are proved. O

Theorem 5.2 Assume that (J;) holds and there exists ¢ > 0 such that

N
5 O fe1 MAX (e p)ef0,c1x[0,6) Fx (%, 9) .

2K} 2 1.

Then system (1.1) has at least one nontrivial solution (¢*, ¥*) such that ||(¢*, ¥*)|lc < .
Moreover, if (J3) and (1) hold (and c as above), then system (1.1) has at least one nontriv-
ial solution (¢p*,¥*) with ¢* # 0 and ¥* # 0 such that ||(¢*, ¥*) |00 < c. Also, (—@*, ¥*),
(@*,—¥*) and (—¢*, —\*) are other three nontrivial solutions to system (1.1).

Proof As we have stated in the proof of Theorem 5.1, it follows from

N
5 D ko1 MAX (e p)ef0,c1x[0,6) Fx (%, 9) .

2K} 2 1

that

1.

N
SUPaw < BOY) 0 D MaXpretoaxoa Fe(x,9)
= 2 D)
r C

Taking (/;) into consideration, Theorem 4.1 ensures that system (1.1) has at least two so-
lutions, that is, system (1.1) has at least one nontrivial solution. Discussing as in the proof

of Theorem 5.1, the remaining conclusion is achieved. 0

Theorem 5.3 Assume that (J;) holds and there exist two constants ¢, d, with 0 < ¢ < ~/2d,
such that

2 ZkN=1 Max(x)e(0,c]x [0,c] £k (%, Y) 22[:1 Fi(d,d)
2K, > <1< 7 .
c
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Then system (1.1) has at least two nontrivial solutions (¢p*, ¥*) and (¢**,¥**) such that

A(p™, ™) > r, where r = ;. Furthermore, if (J5) and (Js) hold (and c as above), then
system (1.1) has at least one nontrzvml solution (¢™*, ™) with ¢** # 0 and ¥** # 0 such
that |(@™, ¥*) oo > m. Then there exist other three nontrivial solutions (—¢™*, y**),

(@™, —=¥*), and (—¢p™, = ™) to system (1.1).

Proof Let r = % Furthermore, put (w,w) € R x R to be such that w(k) = d for all k €
2
Z(1,N) and w(0) = w(N + 1) = 0. Apparently, (w,w) € S x S. From the above discussion of

Theorem 5.1, we have

SUPAgy)=r B V) | Blw,w)
r Alw,w)’

It follows from 0 < ¢ < ~/2d and /2K, > 1 that 0 < ¢ < 2K,d. Hence, 0 < r < A(w, w). Tak-
ing (/) into consideration, Theorem 4.2 ensures that system (1.1) has at least two nontriv-
ial solutions (¢*, ¥*) and (¢**, ¥**) such that A(¢™*, ¥**) > r. From |¢| < v/NAin|®l
and Y| < VNanl|¥llsos one has [[(¢, ¥)lleo = /(@ ¥)[1% = vmax{ll]Z, [¥]2} >
V3G + 1120 = /5 (U812 + 1V 12) > [ = Jaiegs for all A, ¥) > . Hence,
1@ 0™ loo > v

If (J5) and (Js) hold, according to Lemma 5.3 and Lemma 5.4, we assert that sys-
tem (1.1) has at least one nontrivial solution (¢**, ¥**) with ¢** # 0 and ¥** # 0 such
that [|(™*, ™) |loo > ﬁ Arguing by contradiction, suppose that (¢**,0) is a non-

trivial solution of system (1.1), that is to say, ¢** is a nontrivial solution of the bound-

ary value problem (5.1) such that ||¢**||» > this is contrary to the conclusion of

«/ﬁKz ’
Lemma 5.3. Similarly, we can show that (0, 1**) is not a nontrivial solution of system (1.1).
Our assertion is proved.

It is obvious that (—¢™, ¥**), (¢**, —¥**) and (—¢**, —**) also satisfy system (1.1). This

completes the proof. O

6 Application
Example 6.1 Fix N =1, w; = -9, wy =11, by; =1, by =3, a; =2, a; =5 and a3 = 4. Theo-

rem 5.2 ensures that the system

“A*p(k—1)= —9p(k) — p(k) +2¢3(k) + 4y *(k)p(k),
A%y (k= 1) = =11y (k) — 3y (k) + 593 (k) + 4> (k) (k), (6.1)
$(0)=¢(2) =¥ (0) =¥ (2) =

where k = 1, admits at least four nontrivial solutions where both of the components are
not zero. We observe that K, = ﬁ and Fi(v,y) = —=5x% — 79 + 1ax* + 2y* + #%y*. Choos-

max Fy(x,y)
ing ¢ = 38, we have 2K3 ”)G[OCC]X[OC] = 2K} Flc‘;‘) 0<1. Furthermore, W — by +

aic® < 0, wy — by + asc® < 0 show that conditions (J5) and (J,) hold. The conclusion fol-

lows from Theorem 5.2. Indeed, a simple calculation establishes ((0, 0), (*/T—, %—) (0,0)),

((0,0), (=48, 245),(0,0)), ((0,0),(%2,~2£%),(0,0)) and ((0,0), (- %, ~2%),(0,0)) as the

37 3
four nontrivial solutions of system (6.1).
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