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Abstract
In this paper, we investigate the effect of prolactin on bone remodeling process with
the impulsive supplement of parathyroid hormone. An impulsive mathematical
model is developed and analyzed theoretically in order to obtain the conditions on
the parameters of the model for which the net bone formation might be expected
from the parathyroid hormone supplement. Numerical investigation is also carried
out to confirm our theoretical predictions. The dosage and the frequency of
parathyroid hormone supplement turned out to be the keys for the effective
parathyroid hormone supplement.
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1 Introduction
Osteoporosis is a metabolic bone disease detected mostly in postmenopausal women and
is recognized as a major health problem in many countries. It is characterized mainly by
low bone mass [–]. Nowadays, the population of those aged over  years is increasing
rapidly in Thailand, and hence, osteoporosis is then becoming more prevalent in Thailand.
Osteoporosis occurs when bone remodeling process, the process that normally occurs
throughout life to control the repair or replacement of bone following injuries, is imbal-
anced with a net bone resorption greater than bone formation at bone multicellular units
(BMUs) [–]. Bone remodeling process consists of bone resorption, for which osteoclasts
are responsible, and bone formation, for which osteoblasts are responsible [–].

There are several hormones involved in bone remodeling process including prolactin
(PRL). It has been reported that PRL-receptors have been found on osteoblasts []. More-
over, PRL has also been reported to enhance bone resorption in part by increasing recep-
tor activator of NF-ligand (RANKL) and decreasing osteoprotegerin (OPG) expressions
by osteoblasts []. On the other hand, the increase in the number of osteoclasts results in
the increase in calcium level in blood and the secretion of parathyroid hormone (PTH),
one of the principal hormones that regulate calcium levels in blood to vary in the normal
ranges, from the parathyroid gland is then decreased [–]. The decrease in the PTH level
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then results in the reduction of PRL secretion from the anterior pituitary gland because
PTH normally inhibits the reuptake and release of dopamine (DA) which is PRL inhibiting
factor [–, ].

Drug treatments in osteoporosis patients will slow down the activity of bone resorbing
cells (osteoclasts) or stimulate the activity of bone forming cells (osteoblasts) or do both.
PTH supplement is an option for treating osteoporosis patients. PTH has effects on both
bone resorbing cells and bone forming cells [–]. As reported in [], PTH at a high level
inhibits the production of bone resorbing cells while it has both stimulating and inhibiting
effects on the production of bone forming cells depending on the stage of the development
of bone forming cells. In addition, the studies of [–] showed the paradoxical results of
net bone formation and net bone loss when PTH is administered in a different manner.
Hence, more insightful study on the effects of PTH supplements on bone remodeling pro-
cess is needed.

Even though several mathematical models of bone remodeling process were proposed
and analyzed theoretically and numerically [, –], the model that incorporates the
effects of PRL and the impulsive treatments of PTH has not been proposed and analyzed
yet. In the next section, we develop an impulsive mathematical model to investigate bone
remodeling process based on the effects of PRL and the impulsive PTH supplement.

2 An impulsive mathematical model
Let x(t) denote the concentration of PRL above the basal level in blood at time t, y(t) denote
the number of active osteoclasts at time t and z(t) denote the number of active osteoblasts
at time t. We then propose an impulsive mathematical model to incorporate the effects of
PRL and PTH-supplement on bone remodeling as follows:

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

dx
dt

=
c

k + y
– dx, (a)

dy
dt

=
cxyz

k + x – dy, t �= nT (b)

dz
dt

=
cy

k + y
–

cxz
k + x

– dz, (c)

with
}

�y(t) = –ρy(t), (d)

�z(t) = μ, (e)
t = nT ,

where �y(t) = y(t+) – y(t), �z(t) = z(t+) – z(t), T represents the period of impulsive treat-
ment of PTH, n ∈ Z+, Z+ = {, , , . . .}, ρ represents the inhibiting effect of PTH supple-
ment on osteoclasts,  < ρ < , and μ represents the stimulating effect of PTH supplement
on osteoblasts, μ > . All parameters in the model are also assumed to be positive.

Equation (a) represents the rate of change of PRL concentration in blood. As mentioned
above, the increase in the number of active osteoclasts results in the increase in calcium
level in blood, and the secretion of PTH from the parathyroid gland is then decreased [–
]. The decrease in the PTH level then results in the reduction of PRL secretion from the
anterior pituitary gland because of the inhibiting effect of PTH on the uptake and release
of DA which is PRL inhibiting factor [–, ]. Hence, the first term on the right-hand side



Chaiya and Rattanakul Advances in Difference Equations  (2017) 2017:147 Page 3 of 18

accounts for the secretion rate of PRL from the lactotroph cells in the anterior pituitary
gland which is inhibited by the increase in the number of active osteoclasts. The last term
on the right-hand side represents the removal rate of PRL from the system.

Equation (b) represents the rate of change of the number of active osteoclasts. Even
though osteoclasts do not possess PRL receptors as osteoblasts as reported in [], PRL
has been reported to enhance bone resorption by increasing RANKL and decreasing OPG
expressions by osteoblasts []. RANKL then binds to RANK, its receptor on preosteo-
clast, and stimulates proliferation and maturation into osteoclast. The first term on the
right-hand side then accounts for the stimulating effect of PRL on the production of ac-
tive osteoclasts. The last term on the right-hand side represents the removal rate of active
osteoclasts from the system.

Equation (c) represents the rate of change of the number of active osteoblasts. The first
term on the right-hand side accounts for the production of active osteoblasts depending
on the production and differentiation of active osteoclasts. That is, the more active os-
teoclasts, the more active osteoblasts are needed to refill the resorption cavities on BMUs
created by active osteoclasts [–]. The second term on the right-hand side accounts for
the inhibiting effect of PRL on the production of active osteoblasts which has been re-
ported in []. The last term on the right-hand side accounts for the removal rate of active
osteoblasts from the system.

Since the dynamics of PRL is very fast compared to the changes in the number of active
osteoclasts and active osteoblasts [–], we then assume in what follows that PRL equili-
brates quickly to its equilibrium for which dx

dt = . That is,

x =
c

d(k + y)
≡ f (y). ()

System (a)-(e) is then reduced to the following system:

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

dy
dt

=
cf (y)yz

k + f (y)
– dy, (a)

dz
dt

=
cy

k + y
–

cf (y)z
k + f (y)

– dz, (b)
t �= nT

with
}

�y(t) = –ρy(t), (c)

�z(t) = μ, (d)
t = nT .

In the next section, we state the definitions and lemmas needed to prove the main results.

3 Preliminaries
Let

V : R+ × R
+ → R+, ()

where R+ = [,∞), R
+ = {S ∈ R : S = (y, z), y ≥ , z ≥ }. The map defined by the right-

hand side of (a)-(b) is denoted by F = (F, F).
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Definition . The function V defined in () is said to belong to class V if
(a) V is continuous in (nT , (n + )T] × R

+ → R+ and for each S ∈ R
+, n ∈ Z+,

lim(t,Y )→(nT+,S) V (t, Y ) = V (nT+, S) exists, and
(b) V is locally Lipschitzian in S.

Definition . Suppose V ∈ V. For (t, S) ∈ (nT , (n + )T] × R
+, the upper right derivative

of V (t, S) with respect to ()-() is defined by

D+V (t, S) = lim sup
h→+


h
[
V

(
t + h, S + hF(t, S)

)
– V (t, S)

]
,

where F = (F, F).

Assume that the solution of (a)-(d), S(t) = (y(t), z(t)), is a piecewise continuous func-
tion. That is, S(t) : R+ → R

+, S(t) is continuous on (nT , (n+)T], n ∈ Z+ and limt→nT+ S(t) =
S(nT+) exists. Then the smoothness properties of F guarantee the global existence and
uniqueness of solution to (a)-(d).

Since dy
dt =  whenever y(t) = , t �= nT , dz

dt >  whenever z(t) = , t �= nT and y(nT+) =
( – ρ)y(nT),  < ρ < , z(nT+) = z(nT) + μ, μ > , the following lemmas are obtained.

Lemma . Suppose S(t) = (y(t), z(t)) is a solution of (a)-(d) with S(+) ≥ . Then S(t) ≥
 for all t ≥ .

Lemma . There exists a constant M >  such that, for sufficiently large t, y(t) ≤ M and
z(t) ≤ M provided that

d >
cc

dk
, ()

where (y(t), z(t)) is a solution of (a)-(d).

Proof Let v(t) = y(t) + z(t), M = sup yf (y) = c
d

, and M = c.
For t �= nT , we choose a positive constant c for which c = min{d, d – cc

dk
}.

Then

D+v + cv =
dy
dt

+
dz
dt

+ cy + cz

=
cf (y)yz

k + f (y)
– dy +

cy
k + y

–
cf (y)z

k + f (y)
– dz + cy + cz

≤ (c – d)y +
(

cM

k
– d + c

)

z + c

≤ c = M.

Therefore, D+v ≤ –cv + M.
For t = nT ,

v
(
nT+)

= y
(
nT+)

+ z
(
nT+)

= ( – ρ)y(nT) + z(nT) + μ
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= y(nT) + z(nT) + μ – ρy(nT)

≤ v(nT) + μ.

According to Lemma . of Liu et al.[], for t ∈ (nT , (n + )T], we have

v(t) ≤ v()e–ct +
∫ t


Me–c(t–s) ds +

∑

<tn<t

μe–c(t–tn)

≤ v()e–ct + M

(

c

–
e–ct

c

)

+ μ

(
e–c(t–T) – e–c(t–tn+)

 – ecT

)

<
M

c
+ μ

(
ecT

ecT – 

)

≡ M as t → ∞.

Hence, v(t) is uniformly ultimately bounded and there exists a constant M >  such that
y(t) ≤ M and z(t) ≤ M for sufficiently large t. �

4 Stability in the absence of active osteoclasts
Let us consider the impulsive system (a)-(d) in the absence of active osteoclasts y = ,
system (a)-(d) becomes

dz
dt

= –Az, t �= nT , ()

z
(
nT+)

= z(nT) + μ, t = nT , ()

z
(
+)

= z, ()

where A ≡ cc
dkk

+ d. Here A > , a periodic solution of ()-() is

z̃(t) =
μe–A(t–nT)

 – e–AT , t ∈ (
nT , (n + )T

]
()

with z̃(+) = μ

–e–AT .
Hence, the positive solution of ()-() is

z(t) =
(

z –
μ

 – e–AT

)

e–At + z̃(t), t ∈ (
nT , (n + )T

]
.

This leads to the following result.

Lemma . System ()-() has a positive periodic solution z̃(t), and for every solution z(t)
of ()-(), we have z(t) → z̃(t) as t → ∞.

Therefore, system (a)-(d) has a periodic solution in the absence of active osteoclasts:

(
, z̃(t)

)
=

(

,
μe–A(t–nT)

 – e–AT

)

for t ∈ (nT , (n + )T] and z̃(nT+) = z̃(+) = μ

–e–AT , n ∈ Z+. The conditions which guarantee
the local stability of a periodic solution (, z̃(t)) are then given in the following theorem.
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Theorem . The solution (, z̃(t)) of (a)-(d) is locally asymptotically stable if

T > Tmax ()

and

ln

(


 – ρ

)

<
Dμ

A
, ()

where

Tmax ≡ 
d

(
Dμ

A
– ln

(


 – ρ

))

()

and D ≡ ccdk
c

 +d
 k

 k
.

Proof Consider a small perturbation from the point (, z̃(t))

y(t) = u(t),

z(t) = z̃(t) + u(t).

Then we may write

(
u(t)
u(t)

)

= �(t)

(
u()
u()

)

,  < t < T ,

where �(t) satisfies

d�(t)
dt

=

(
Dz̃(t) – d 

∗ –A

)

�(t)

and �() = I , the identity matrix.
Therefore, the fundamental solution matrix is

�(t) =

(
exp

∫ t
 (Dz̃(s) – d) ds 

∗ exp
∫ t

 (–A) ds

)

.

Note that it is not necessary to find the exact expression for (*) because the term (*) is not
involved in further analysis.

Linearization of (c)-(d) yields

(
u(nT+)
u(nT+)

)

=

(
 – ρ 

 

)(
u(nT)
u(nT)

)

.

Hence, Floquet theory implies that the solution (, z̃(t)) of (a)-(d) is locally stable if |λi| <
, i = , , where λi is an eigenvalue of

M =

(
 – ρ 

 

)

�(T).
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The eigenvalues of M are

λ = ( – ρ) exp
∫ T



(
Dz̃(s) – d

)
ds = ( – ρ) exp

(
Dμ

A
– dT

)

,

λ = exp
∫ T


(–A) ds = exp(–AT).

Since  < ρ < , A >  and () holds, then

T >


d

(
Dμ

A
– ln

(


 – ρ

))

.

Hence,

|λ| = ( – ρ) exp

(
Dμ

A
– dT

)

< 

and

|λ| = exp(–AT) < .

Therefore, Floquet theory implies that the solution (, z̃(t)) is locally stable and the proof
is complete. �

In the next section, the permanence of impulsive system (a)-(d) is investigated.

5 Permanence of the system
Definition . System (a)-(d) is said to be permanent if there are constants m, M > 
(independent of the initial values) and a finite time t such that for all solutions with initial
values y(+) > , and z(+) > ,

m ≤ y(t) ≤ M,

m ≤ z(t) ≤ M,

for all t > t. Note that t may depend on the initial values.

Theorem . System (a)-(d) is permanent if () and () hold and

T < Tmax. ()

Proof Suppose that S(t) = (y(t), z(t)) is a solution of system (a)-(d) with y(+) >  and
z(+) > . Since () holds, Lemma . implies that there is a constant M >  such that, for
sufficiently large t, y(t) ≤ M and z(t) ≤ M.

Since cy
k+y >  and ( cf (y)z

k+f (y) + d) is a decreasing function when y > , (b) implies that

dz
dt

≥ –Az, t �= nT ,

z
(
nT+)

= z(nT) + μ, t = nT
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and then we have

z(t) > z̃(t) – ε

for some ε >  and for sufficiently large t.
Thus,

z(t) >
μe–AT

 – e–AT – ε ≡ m

for sufficiently large t.
Therefore, we only need to show that there exists a constant m >  such that y(t) > m.

In order to do so, for some m > , we first let

M̂ =
ccdk

c + d
k(k + m)

.

Next, we do the following two steps.
Step  We prove by contradiction that there exists t such that y(t) ≥ m. Suppose that

y(t) < m for all positive t. From (b) and (d)

dz
dt

=
cy

k + y
–

cf (y)z
k + f (y)

– dz, t �= nT

≥ c()
k + m

–
cf ()z

k + f ()
– dz

= –Az,

z
(
t+)

= z(t) + μ, t = nT .

Let us consider the comparison system

dP
dt

= –AP, t �= nT , ()

P
(
t+)

= P(t) + μ, t = nT ()

and

P
(
+)

= z
(
+)

. ()

Therefore,

P̃(t) ≡ μe–A(t–nT)

 – e–AT , t ∈ (nT , (n + )T] ()

is a periodic solution of ()-() with P(+) ≡ μ

–e–AT > . The positive solution of ()-()
is

P(t) =
(

P
(
+)

–
μ

 – e–AT

)

e–At + P̃(t), t ∈ (nT , (n + )T] ()

and P(t) → P̃(t) = μe–A(t–nT)

–e–AT , as t → ∞.
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The comparison theorem [] then implies that z(t) ≥ P(t).
From (a), we have

dy
dt

=
cf (y)yz

k + f (y)
– dy

=
(

ccd(k + y)z
c

 + d
 k(k + y) – d

)

y

≥ (M̂z – d)y.

Since z(t) ≥ P(t), there is T >  such that

P̃(t) – ε < P(t) ≤ z(t), t �= nT , t ≥ T

for sufficiently small ε > .
Hence,

dy
dt

≥ (
M̂

(
P̃(t) – ε

)
– d

)
y, t �= nT , t ≥ T ()

and

y
(
t+)

= ( – ρ)y(t), t = nT , t ≥ T. ()

Letting N ∈ Z+ and NT ≥ T and integrating over (nT , (n + )T], n ≥ N , we obtain

y
(
(n + )T

) ≥ y(nT)( – ρ) exp

(∫ (n+)T

nT

(
M̂

(
P̃(t) – ε

)
– d

)
dt

)

= y(nT)( – ρ) exp

(
M̂μ

A
– (εM̂ + d)T

)

= y(nT)η,

where η ≡ ( – ρ) exp( M̂μ
A – (εM̂ + d)T).

Consider

lnη = ln( – ρ) +
M̂μ

A
– (εM̂ + d)T .

For sufficiently small ε > ,

lnη ≈ ln( – ρ) +
M̂μ

A
– dT

=
M̂μ

A
– dT – ln

(


 – ρ

)

.

Since M̂ < D, ln( 
–ρ

) < Dμ

A and () hold, we can choose a small constant m >  such that
η > , and hence,

η ≡ ( – ρ) exp

(
M̂μ

A
– (εM̂ + d)T

)

> . ()
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Then y((n + k)T) ≥ y(nT)ηk → ∞ as k → ∞, which contradicts the boundedness of y(t).
Hence, there is t >  such that y(t) ≥ m.

Step  If y(t) ≥ m for all t > t, then the proof is complete. Otherwise, y(t) < m for some
t > t. Let t∗ = inft>t{y(t) < m}. There are two possible subcases as follows.

Case : t∗ = nT for some n ∈ Z+. This means y(t) ≥ m for t ∈ (t, t∗] and, by the con-
tinuity of y(t), we have y(t∗) = m.

Since there are M >  and m >  such that y(t) < M and m < z(t) < M for sufficiently
large t, we choose M′ >  and m′

 >  such that

y(t) < M′ and m′
 < z(t) < M′

and

m′
 <

d

M̂
()

such that
∣
∣
∣
∣z

(
t∗+)

–
μ

 – e–AT

∣
∣
∣
∣ – μ < M′. ()

Then choose n, n ∈ Z+ such that

nT >

A

ln

(
M′ + μ

ε

)

()

and

( – ρ)n exp
(
(n + )ηT

)
ηn > , ()

where

η ≡ M̂m′
 – d < .

Let T ′ = nT + nT . We claim that there is t ∈ (t∗, t∗ + T ′] such that y(t) > m. Otherwise,
considering () with P(t∗+) = z(t∗+), we have

P(t) =
(

P
(
t∗+)

–
μ

 – e–AT

)

e–A(t–t∗) + P̃(t)

for t ∈ (nT , (n + )T] and n ≤ n ≤ n + n + n.
For nT ≤ t – t∗ ≤ T ′, we have

∣
∣P(t) – P̃(t)

∣
∣ =

∣
∣
∣
∣P

(
t∗+)

–
μ

 – e–AT

∣
∣
∣
∣e

–A(t–t∗)

=
∣
∣
∣
∣z

(
t∗+)

–
μ

 – e–AT

∣
∣
∣
∣e

–A(t–t∗)

<
(
M′ + μ

)
e–A(t–t∗)
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<
(
M′ + μ

)
e–AnT

< ε.

Therefore,

P̃(t) – ε < P(t) < z(t).

As in Step , we have

y
(
t∗ + T ′) = y(nT + nT + nT)

≥ y
(
t∗ + nT

)
ηn .

From (a), we have

dy
dt

=
cf (y)yz

k + f (y)
– dy, t �= nT

≥ (M̂z – d)y

≥ (
M̂m′

 – d
)
y

= ηy,

y
(
t+)

= ( – ρ)y(t), t = nT .

()

Integrating the above over [t∗, t∗ + nT], we obtain

y
(
t∗ + nT

) ≥ y
(
t∗)( – ρ)n exp

(∫ nT+nT

nT
η dt

)

≥ m( – ρ)n exp(nηT)

≥ m( – ρ)n exp
(
(n + )ηT

)
,

y
(
t∗ + T ′) ≥ y

(
t∗ + nT

)
ηn

≥ m( – ρ)n exp
(
(n + )ηT

)
ηn

> m,

which contradicts the definition of m. Hence, there is t ∈ (t∗, t∗ + T ′] such that y(t) > m.
Now, let t̃ = inft>t∗{y(t) > m}. Then y(t) < m for t ∈ (t∗, t̃), and by the continuity of y(t),

we have y(t̃) = m. We choose l ∈ Z+ such that l ≤ n + n and t∗ + lT ≥ t̃, and suppose
t ∈ (t∗ + (l – )T , t∗ + lT]. From (), we have

y(t) ≥ y
(
t∗+)

( – ρ)l– exp
(
(l – )ηT

)
exp

(
η

(
t –

(
t∗ + (l – )T

)))

= y
(
t∗)( – ρ)l exp

(
(l – )ηT

)
exp

(
η

(
t –

(
t∗ + (l – )T

)))

= m( – ρ)l exp
(
η

(
t – t∗))

≥ m( – ρ)n+n exp(ηlT)

≥ m( – ρ)n+n exp
(
(n + n)ηT

)
.
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Since η <  and l ≤ n + n, letting

m̄ = m( – ρ)n+n exp
(
(n + n)ηT

)
,

we have y(t) ≥ m̄ for t ∈ (t∗, t̃). We can continue in the same way by using t̃ instead of t∗.
Then we shall have y(t) ≥ m̄ for all t large enough.

Case : t∗ �= nT for all n ∈ Z+. This means y(t) ≥ m for t ∈ [t, t∗) and y(t∗) = m. Suppose
t∗ ∈ (n′

T , (n′
 + )T) for some n′

 ∈ Z+. There are two possible subcases as follows.
Case .: y(t) ≤ m for all t ∈ (t∗, (n′

 + )T]. We claim that there is t′
 ∈ [(n′

 + )T , (n′
 +

)T + T ′] such that y(t′
) > m. Otherwise, consider () with P((n′

 + )T+) = z((n′
 + )T+).

For t ∈ (nT , (n + )T], n′
 +  ≤ n ≤ n′

 +  + n + n, we obtain

P(t) =
(

P
((

n′
 + 

)
T+)

–
μ

 – e–AT

)

e–A(t–(n′
+)T) + P̃(t).

Similar to Case ., for nT ≤ t – t∗, we obtain

∣
∣P(t) – P̃(t)

∣
∣ < ε.

Then

P̃(t) – ε < P(t) ≤ z(t).

Since nT ≤ (n′
 +  + n)T – t∗, we have

y
((

n′
 +  + n

)
T

) ≥ y
(
t∗)( – ρ)n exp

(
η

((
n′

 +  + n
)
T – t∗))

≥ m( – ρ)n exp
(
η

((
n′

 +  + n
)
T – n′

T
))

≥ m( – ρ)n exp
(
(n + )ηT

)
.

Then

y
((

n′
 +  + n + n

)
T

) ≥ y
((

n′
 +  + n

)
T

)
ηn

≥ m( – ρ)n exp
(
(n + )ηT

)
ηn

> m,

which contradicts the definition of m. Hence, there is t′
 ∈ [(n′

 + )T , (n′
 + )T + T ′] such

that y(t′
) > m.

Now, let t̄ = inft>t∗{y(t) > m}. Then y(t) ≤ m for t ∈ [t∗, t̄), and y(t̄) = m. We choose
l′ ∈ Z+ such that l′ ≤ n + n +  and suppose t ∈ (n′

T + (l′ – )T , n′
T + l′T]. From (), we

have

y(t) ≥ y
((

n′
T +

(
l′ – 

)
T

)+)
exp

(
η

(
t –

(
n′

T +
(
l′ – 

)
T

)))

= y
(
n′

T +
(
l′ – 

)
T

)
( – ρ) exp

(
η

(
t –

(
n′

T +
(
l′ – 

)
T

)))

≥ y
(
t∗)( – ρ)l′– exp

(
η

((
n′

T +
(
l′ – 

)
T

)
– t∗))( – ρ)
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× exp
(
η

(
t –

(
n′

T +
(
l′ – 

)
T

)))

= m( – ρ)l′– exp
(
η

(
t – t∗)).

Since η <  and t – t∗ ≤ l′T . Hence,

y(t) ≥ m( – ρ)n+n exp
(
(n + n + )ηT

)
.

Let

m = m( – ρ)n+n exp
(
(n + n + )ηT

)
.

We have y(t) ≥ m for t ∈ (t∗, t̄). We can continue in the same manner by using t̄ instead
of t∗. Then we shall have y(t) ≥ m for all t large enough.

Case .: There is t′′ ∈ (t∗, (n′
 +)T] such that y(t′′) > m. Let t = inft>t∗{y(t) > m}. Hence,

y(t) < m for t ∈ [t∗, t), and y(t) = m. For t ∈ [t∗, t), () holds, we have

y(t) ≥ y
(
t∗) exp

(∫ t

t∗
η dt

)

= m exp
(
η

(
t – t∗))

≥ m exp(ηT)

> m

since t < n′
T + T < t∗ + T . For t > t, we can continue in the same manner since y(t) ≥ m.

Since m < m̄ < m, we have y(t) ≥ m for t ≥ t. The proof is complete. �

6 Existence and stability of the positive periodic solution
We now investigate the possibility of bifurcation of a positive periodic solution to system
(a)-(d) near (, z̃(t)). Let us exchange the state variables for convenience so that system
(a)-(d) becomes

dy
dt

=
cz

k + z
–

cyf (z)
k + f (z)

– dy, t �= nT , ()

dz
dt

=
cyzf (z)

k + f (z)
– dz, t �= nT ()

with

�y(t) = μ, t = nT , ()

�z(t) = –ρz(t), t = nT . ()

Let

F(y, z) =
cz

k + z
–

cyf (z)
k + f (z)

– dy, F(y, z) =
cyzf (z)

k + f (z)
– dz.
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According to Lakmeche and Arini [],

�(y, z) = y + μ, �(y, z) = ( – ρ)z, ς (t) =
(
z̃(t), 

)T ,

S =
(
z̃(τ), 

)T , τ = Tmax

and

∂�(τ, S)
∂τ

=
∂ z̃(τ, S)

∂t
=

–Aμ exp(–Aτ)
 – exp(–Aτ)

< ,

∂�(τ, S)
∂y

= exp

(∫ τ



∂F(ς (r))
∂y

dr
)

= exp(–Aτ),

∂�(τ, S)
∂z

=
∫ τ


exp

(∫ τ

υ

∂Fς (r)
∂y

dr
)

∂F(ς (υ))
∂z

exp

(∫ υ



∂F(ς (r))
∂z

dr
)

dυ

=
∫ τ


exp

(
–A(τ – υ)

)
(

c

k
–

ckf ′()z̃(υ)
(k + f ())

)

× exp

(∫ υ



(
Dz̃(r) – d

)
dr

)

dυ,

∂�(τ, S)
∂z

= exp

(∫ τ



∂F(ς (r))
∂z

dr
)

= exp

(∫ τ



(
Dz̃(r) – d

)
dr

)

∂�(τ, S)
∂y ∂z

=
∫ τ


exp

(∫ τ

υ

∂F(ς (r))
∂z

dr
)

∂F(ς (υ))
∂y ∂z

exp

(∫ υ



∂F(ς (r))
∂z

dr
)

dυ

=
Dτ

 – ρ
> ,

∂�(τ, S)
∂z =

∫ τ


exp

(∫ τ

υ

∂F(ς (r))
∂z

dr
)

∂F(ς (υ))
∂z exp

(∫ υ



∂F(ς (r))
∂z

dr
)

dυ

+
∫ τ



[

exp

(∫ τ

υ

∂F(ς (r))
∂z

dr
)

∂F(ς (υ))
∂y ∂z

]

×
[∫ υ



(

exp

(∫ υ

θ

∂F(ς (r))
∂y

dr
)

∂F(ς (θ ))
∂z

× exp

(∫ θ



∂F(ς (r))
∂z

dr
))

dθ

]

dυ

=
∫ τ



cf ′()(k – f ())z̃(υ)
( – ρ)(k + f ()) dυ

+ D
∫ τ



[

exp

(∫ τ

υ

(
Dz̃(r) – d

)
dr

)]

×
[∫ υ



(

exp
(
–A(υ – θ )

)
(

c

k
–

ckf ′()z̃(θ )
(k + f ())

)

× exp

(∫ θ



(
Dz̃(r) – d

)
dr

))

dθ

]

dυ,

∂�(τ, S)
∂z ∂τ

=
∂F(ς (τ))

∂z
exp

(∫ τ



∂F(ς (r))
∂z

dr
)

=
(
Dz̃(τ) – d

)
exp

(∫ τ



(
Dz̃(r) – d

)
dr

)

=


 – ρ

[
Dμ exp(–Aτ)
 – exp(–Aτ)

– d

]

.
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Here, we can compute

d′
 =  –

(
∂�

∂z
∂�

∂z

)

(τ,S)
=  – ( – ρ) exp

(∫ τ



(
Dz̃(r) – d

)
dr

)

,

where τ is the root of d′
 = . Note that d′

 >  if T > Tmax and d′
 <  if T < Tmax.

a′
 =  –

(
∂�

∂y
∂�

∂y

)

(τ,S)
=  – exp(–Aτ) > ,

b′
 = –

(
∂�

∂y
∂�

∂z
+

∂�

∂z
∂�

∂z

)

(τ,S)

= –
∂�(τ, S)

∂z

= –
∫ τ


exp

(
–A(τ – υ)

)
(

c

k
–

ckf ′()z̃(υ)
(k + f ())

)

exp

(∫ υ



(
Dz̃(r) – d

)
dr

)

dυ.

Here, b′
 <  provided that

c
 > d

 k
 k. ()

Since ( – Aτ
–exp(–Aτ) ) is always negative for τ >  , then

C∗ = 
∂�

∂z
b′


a′



∂�

∂y ∂z
–

∂�

∂z
∂�

∂z

= ( – ρ)
b′


a′



∂�

∂y ∂z
– ( – ρ)

∂�

∂z < ,

B∗ = –
∂�

∂z

(
∂�

∂y ∂z


a′


∂�

∂y
∂�

∂τ
+

∂�

∂τ∂z

)

= –
[

Dμ exp(–Aτ)
 – exp(–Aτ)

(

 –
Aτ

 – exp(–Aτ)

)

– d

]

> ,

and hence, B∗C∗ < . According to Lakmeche and Arini [], the following result is ob-
tained.

Theorem . System ()-() has a positive periodic solution provided (), (), () hold,
and T < Tmax.

In the next section, numerical simulations are given in order to confirm our theoretical
predictions.

7 Numerical results
To support our prediction in Theorem ., we choose all parameters so that all the condi-
tions in Theorem . are satisfied. The simulation result is as shown in Figure . We can see
that the solution converges asymptotically to the oscillatory solution (, z̃(t)) as predicted.
The simulation result in Figure  is obtained from choosing all parameters to satisfy all
the conditions in Theorem .. In this case, we can see that the solution is bounded within
a positive range as we expected as well. Finally, we also carry out numerical simulation to
confirm our prediction in Theorem .. The result is as shown in Figure  in which the
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Figure 1 Numerical simulation of equations (3a)-(3d). The solution trajectory approaches oscillatory
solution (0, z̃(t)) as time passes. Here, all parameters are chosen to satisfy the conditions in Theorem 4.1, i.e.,
c1 = 0.15, c2 = 0.8, c3 = 0.35, c4 = 0.9, d1 = 0.9, d2 = 0.5, d3 = 0.1, k1 = 1.1, k2 = 0.9, k3 = 0.9, k4 = 3.9, μ = 0.8,
ρ = 0.5, T = 20, y(0) = 0.13, and z(0) = 5. (a) The solution trajectory projected on (y, z)-plane. (b) The
corresponding time course of the number of active osteoclasts (y) tending towards zero. (c) The
corresponding time course of the number of active osteoblasts (z) exhibiting positive oscillation.

Figure 2 Numerical simulation of equations (3a)-(3d). The solution trajectory is bounded within a positive
range as time passes. Here, all parameters are chosen to satisfy the conditions in Theorem 5.1. Here, c1 = 0.5,
c2 = 0.9, c3 = 0.35, c4 = 0.9, d1 = 0.95, d2 = 0.05, d3 = 0.5, k1 = 1.2, k2 = 0.95, k3 = 0.9, k4 = 3.9, μ = 0.9, ρ = 0.1,
T = 5, y(0) = 0.1, and z(0) = 2. (a) The solution trajectory projected on (y, z)-plane. (b) The corresponding time
course of the number of active osteoclasts (y) and (c) the corresponding time course of the number of active
osteoblasts (z).

Figure 3 Numerical simulation of equations (3a)-(3d). The solution trajectory approaches a limit cycle as
time passes. Here, all parameters are chosen to satisfy the conditions in Theorem 6.1. Here, c1 = 0.7, c2 = 0.2,
c3 = 0.35, c4 = 0.9, d1 = 0.95, d2 = 0.005, d3 = 0.7, k1 = 1.2, k2 = 0.35, k3 = 0.9, k4 = 3.9, μ = 0.9, ρ = 0.1, T = 10,
y(0) = 0.1, and z(0) = 2. (a) The solution trajectory projected on (y, z)-plane. (b) The corresponding time course
of the number of active osteoclasts (y) and (c) the corresponding time course of the number of active
osteoblasts (z) exhibiting sustained oscillation.
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solution trajectory tends toward the sustained oscillations when all parameters are chosen
to satisfy all the conditions in Theorem ..

8 Conclusion
The impulsive mathematical model is proposed to incorporate the effects of PRL and PTH
supplement on bone remodeling process. The conditions on system parameters are then
derived so that we can expect desirable behaviors of the solution of the system such as
the solution will be bounded within a positive range, which means that the number of
bone forming cells and bone resorbing cells is able to be controlled and lies within the
appropriate levels.

From Theorem ., one of the conditions used to guarantee the boundedness of the
number of active osteoblasts and active osteoclasts is T < Tmax, where Tmax depends on
μ and ρ . We can see that, if the dosage of PTH supplement reflected by μ and ρ is fixed,
we can choose an appropriate frequency of PTH supplement 

T for which T < Tmax as re-
quired by Theorem . to guarantee the appropriate levels of active osteoblasts and active
osteoclasts. Moreover, Theorem . implies that if all the conditions required in Theo-
rem . are satisfied and PRL is secreted from the anterior pituitary gland with the suf-
ficient amount, i.e., c

 > d
 k

 k, the oscillatory behavior resembling clinical observation
can be expected. Hence, the frequency and dosage of PTH supplement are the keys to the
effectiveness of PTH supplement in osteoporosis patients.
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