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Abstract

In this paper we show a connection between Levin-Nohel integro-differential
equations and ordinary functional differential equations. Based on this connection,
we obtain several new conditions for the stability of the solution, including the
famous 3/2 stability criterion.

MSC: 34K06; 34K20

Keywords: integro-differential equations; delays; stability; transfer theorem

1 Introduction

It is well known that the Levin-Nohel integro-differential equations have many applica-
tions in various fields of science and engineering. This class of equations was first studied
by Volterra [1] in connection with a biological application. As is well known, the explicit
solutions of the Levin-Nohel equations can rarely be obtained. Therefore, it is necessary
to investigate stability properties of the solution.

For the Levin-Nohel equations of convolution type with a constant delay, the stability
problem was solved by Levin and Nohel [2, 3] in the 1960s when they successfully con-
structed a Liapunov functional. About 15 years ago, a new technique of fixed points de-
veloped for studying stability of functional differential equations. Based on this technique,
many very nice results have been obtained for asymptotic stability of the non-convolution
Levin-Nohel equations with a variable delay (see, for instance, [4-7]).

Let us now consider the non-convolution Levin-Nohel integro-differential equations
with several variable delays

N
x(t)+y / a(t,s)x(s)ds =0, t>0. (1)
k=1

t—rk(t)

The stability of equation (1) has been recently investigated by the author in [8, 9]. More
specifically, we used the method of fixed points to study the asymptotic stability in [8] and
employed a technique of Bohl-Perron type theorems to obtain the sufficient conditions
for the exponential stability in [9]. The stability conditions obtained in those two papers
are new and improve those established previously by the different authors.

The aim of the present paper is to continue looking for some new stability conditions
for (1) and to establish stability conditions for quasilinear Levin-Nohel equations of the
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form
N t
5c(t)+Z/ «(t,8)x(s) ds + Z / ak(ts)gk ())d3=0, t>0. (2)
k=1 Hk(‘) k=N+1Y Tk

The method, which will be used in this paper, is very different from that of the papers men-
tioned above. Our idea is as follows: we first transform Levin-Nohel equations into an or-
dinary functional differential equation and then we employ known stability conditions for
functional differential equations to obtain the stability conditions for Levin-Nohel equa-
tions. Since the stability theory of functional differential equations is very rich (see, e.g.
[10-12]), we are able to look for a lot of different conditions for the stability of equations
(1) and (2).

The rest of this paper is organized as follows. In Section 2, we formulate and prove a
transfer theorem for general Levin-Nohel equations. Section 3 is devoted to a study of the
stability of linear Levin-Nohel equations with several delays. The stability of quasilinear

Levin-Nohel equations is discussed in Section 4. Conclusion is given in Section 5.

2 Preliminaries and the transfer theorem
The aim of this section is to provide a transfer theorem for the Levin-Nohel equations
with several variable delays of the form

x(t)+z / ar(t,s)f(x(s) ds =0, ¢>0, 3)

re(t)

where, for each k € {1,2,..., M}, ax(¢,s) and r(t) are measurable functions and f; is a Lip-
schitz function with f;(0) = 0. We note that the conditions on fi, k € {1,2,...,M} ensure
that (3) has the zero solution.

For the convenience of the reader, let us recall some fundamental concepts. For each

to > 0, we define

my(tp) = inf{t —ri(t) > to}, m(ty) = min{mk(to) :1<k< M},
and denote by C(ty) the space of continuous functions on [m(Z), £y] with the supremum
norm || - ||, which is defined by [Ixlz, = SUP;izg) 07 150

For each (#, ¢) € [0,00) x C(t), we denote by x(¢) = x(t, o, ¢) the unique solution to
equation

t)+2f at, i (x(9) ds =0, > 1o, ()

rk(t
with the initial data
x(t) = p(t), t<to. (5)

Definition 1 The zero solution of equation (3) is called
(i) stable if for each & > 0 and any ¢y > O there exists a § > 0 such that ||¢||;, < and
t > to imply |x(¢, 20, ¢)| < €.
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(i) uniformly stable if it is stable and the above § is independent of ;.
(iii) asymptotically stable if it is stable and lim;_, o |%(t, £o, ¢)| =
(iv) uniformly asymptotically stable if it is uniformly stable and lim;_, o |%(Z, to, )| = 0

Definition 2 Equation (3) is called uniformly exponentially stable, if there exist K > 0,
A > 0 such that any solution of (4), (5) has the estimate

|x(t, t0, )| <K[0@®] e, t> 1.
(We note that K, A do not depend on £g.)

Proposition 1 (Mean value theorem for integrals) Let f be a continuous function on [a, b]
and g be an integrable function with g(x) > 0 (or g(x) < 0) on [a,b]. Then there exists a
number c € [a, b] such that

b b
f Flx)g)dx = f(0) f @) dx

The main results of this section are stated in the following theorem.

Theorem 1 (Transfer theorem) Let x(t) be the unique solution of equation (3). Suppose
there exists a set of indices I C {1,2,..., M} such that, for each k € I, the kernel ai(t,s) has
the following property:

t
For each t > 0,/ a(t,s)ds exists and ay(t,s) > 0 or ay(t,s) <0 Vs. (6)
t=r(£)

Then:
1. There exist functions hy(t), k € I satisfying 0 < hy(t) < re(¢) for all t > 0 and x(¢) is
also the solution to the following equation:

5c(t)+Z( / ()ak(t,s)ds)[( (£—m(®)) +> / ax(t,s)fi(x(s)) ds
t—ry(t

kel kel YTk

t>0. (7)

2. Inaddition, we assume that, for each k € I, fi(x) = x Vx € R and
t
/ ar(t,s)ds>0 Vi>0. (8)
t=r(t)

Then there exists a function h(t) such that 0 < h(t) < maxges rx(t) for all t > 0 and
x(t) is also the solution to the following equation:

5c(t)+[z< / ar(t, s)ds):| (£ h(2)) Z Gl (w(s)) dis

kel kel Vi

t>0. )
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Proof
1. We first note that equation (3) can be rewritten as follows:

Zfrk ak(tsfk ds+Z tsfk ())ds:O

kel 7t kel YTk
£>0. (10)
Since fi, k € I are continuous functions and the kernel ax(¢, s) has the property (6), we

can apply the mean value theorem for integrals to infer that, for each k € I, there
exists ¢ (t) € (¢t — re(t), ) such that

/ ai(t, s)fi(x(s)) ds = (/ ax(t,s) ds)fk(x(ck(t))).
t—r(t) t=ri(t)

Set hy(t) = t — cx(t), then 0 < lii(t) < ri(¢) and the above relation becomes

/ ar(t, $)fx (x(s)) ds = </ a(t,s) ds)jk (x(t - hk(t))), kel (11)
t-ri(t) t=ri(t)

Inserting equalities (11) into (10) leads us to equation (7) and so the proof is complete.
2. Under the assumption f(x) = x, k € I, equation (7) now reduces to

(1) + Z( / L, s)ds) (£ &)+ / 1(t,8)fe(x(s)) ds
t—ry(t

kel kel Ut

t>0. 12)

It follows from the facts 0 < /1 (¢) < ri(t), k € I, for all £ > 0, that
t —maxger re(£) <t —hy(t) <t forall £ > 0. As a consequence, we have

min x(u) < x(t - hk(t)) < max x(u), t=0.

t—maxpey ri(t)<u<t t—maxyeg ri(t)<u<t

This, combined with the condition f;_rk(t) ax(t,s)ds > 0,k € I, gives us

Z (-/t—rk(t) dk(t’ S) ds)x(t - hk(t)) = |:Z (/t‘—rk(t) ﬂk(t’ S) ds>:| t—maxkglil?(t)iuitx(u)

kel kel
and
t t
a (t,s)ds)x t—hi(t)) < [ (f a (t,s)ds):| max x(u).
k261<v/trk(t) ‘ ( ‘ ) kZel t-ri(t) , t-maxyey r(t)<ust

We therefore can obtain the estimate

Yokt o @it 5) ds)(t — i (1))
t-maxee e <ust Sea(fh oy @ (8,5) ds)

min x(u) <

< max x(u), t>0.
t—-maxyey ri(t)<u<t
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By the intermediate value theorem there exists ¢(£) € (t — maxges rx(£), ) such that

Zka(ftt_,k(t) ay(t,s) ds)x(t — h(t))
Zkel(f:,rk(t) ai(t,s) ds)

x(c(t)) =

Set h(t) = t — c(t), then 0 < h(t) < maxge ri(¢t) and the above relation becomes

) d - h
;a([rk(t) ) S>x(t k(t))
= [Z( / a9 dS>:|x(t “h(t), >0, 13)
kel N ETk(®)

—rk

So we can finish the proof by inserting (13) into (12).
O

Remark 1 If the kernel ay(t,s) and the delays r¢(¢), k € I, are continuous, then the func-
tions /i (t), k € I, and k(t) are continuous too. This observation will be used to prove The-
orems 2, 3, and 5 below.

3 Linear Levin-Nohel equations

In this section, we use Theorem 1 to recover some known results and establish new sta-
bility conditions for the linear Levin-Nohel equations with several delays of the form (1).
We first observe that if I is a subset of {1,2,..., N}, then the solution x(¢) of (1) is also the
solution to the equation

&)+ bt - (@) + Y / t W) ds=0, 120, (14)
t—ry (¢

kel kel

where bi(t) = ff_rk(t) ay(t,s)ds. Equation (14) is a mixed linear Levin-Nohel equation,
its stability has been studied in [8]. Hence, in this whole section, we only consider I =
{1,2,...,N}.

We start with the simplest case, where, for any k € I = {1,2,...,N}, the kernel a(t,s)
satisfies the two conditions (6) and (8). Thanks to the second part of Theorem 1 we know

that the unique solution x(¢) of (1) is also the unique solution to the following equation:

N t
®(E) + [Z ( f )ak(t,s) ds)]x(t ~h(®)=0, t>0, (15)

k=1 k(e

where the delay /() is some function satisfying 0 < /() < maxj<x<n r¢(£) for all £ > 0.
Equation (15) is a functional differential equation with a variable delay of the form

x(t) + b()x(t - h(t)) =0, t>0. (16)
Obviously, the stability conditions for (16) are well established. Among others we recall

here the interesting results from [13—15]. When the delay /() is finite we have the famous
3/2 stability criterion.
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Proposition 2 (Myshkis [14] and Yoneyama [15]) Suppose that b, h are continuous func-
tions on Ry, b(t) > 0 for all t > 0 and max,>¢ h(t) < 0o.

L If

t+maxg>q h(t) 3
sup / b(s)ds < —
¢ 2

=0 -

then the zero solution of (16) is uniformly stable.

2. If

t+max;>q h(t) 3
liminfb(t) > 0, sup/ b(s)ds < —
t—0 >0 J¢t 2

then the zero solution of (16) is uniformly asymptotically stable.
When the delay /(¢) is infinite we have the following results.

Proposition 3 (Graef et al. [13]) Suppose that b(t) > 0 for all t > 0 and the delay h(¢) is
such that

t
lim sup / b(s)ds < 1.
t=h(t)

t—00

Then the zero solution of equation (16) is asymptotically stable if and only if

/000 b(s)ds = co.

Let us now apply Propositions 2 and 3 to establish the stability conditions for the zero
solution of (1).

Theorem 2 Assume that, for any k € {1,2,...,N}, the kernel ay(t,s) and the delay ri(t) are
continuous functions such that

ar(t,s) >0 V(ts) and max re(t) < 00.
>

Then the zero solution of (1) is uniformly stable if

t+q N s 3
sup / Z( / ai (s, u) du) ds < =, 17)
t>0 J¢t k-1 s—ry(s) 2

and it is uniformly asymptotically stable if

N t
liminf (/ a(t,s) ds) >0,
t—0 P t-rye(t)

t+q N s 3
sup/ (/ a(s,u) du> ds< —,
>0 Jt |:k2=1: s—r(s) 2

where q := max{maxo r1(t), max o r2(f), ..., maxq>o rn(2)}.

(18)
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Proof Since 0 < h(t) < maxj<i<n r«(t) for all ¢ > 0, this implies that max;>¢ 4(f) < q.
Hence, from the non-negative property of a,(t,s) and (17), we can deduce

/ a(s,u) du) ds < § (19)
5=k (s) 2

From (19) and the first part of Proposition 2, we can conclude that the zero solution of

N

t+maxz>q h(t)
sup / (
up | >

k=1

equation (15) is uniformly stable for any function /() satisfying 0 < h(t) < max;<x<n 7x(£).
So is the zero solution of equation (1) because the solution x() of equation (1) is also the
solution of equation (15) with some function /().

The proof of uniformly asymptotical stability can be done similarity and, hence, we omit
it here. O

Remark 2 If the kernel a;(t,s) satisfies the two conditions (6) and (8), then a(t,s) > 0
because of its continuity. That is why we imposed the condition ax(t,s) > 0 V(t,s) in The-
orem 2.

To provide an illustrative example, let us consider the class of convolution Levin-Nohel
equations:

x(t) + /t a(t—s)x(s)ds =0, (20)

where r > 0, a: [0,7r] — R, is continuous. In the view of Theorem 2, the zero solution of
(20) is uniformly asymptotically stable if

‘/Ora(s)ds> 0 and r</0ra(s)ds> < %

Meanwhile, Corollary 3.2 in [8] required

/ a(s)ds>0 and / a(s)sds < 1.
0 0

The difference between two conditions confirms that the stability conditions of Theorem 2
are different from that obtained in [8].

Theorem 3 Assume that the kernels ay(t,s), k € {1,2,...,N} are non-negative continuous
functions and the delays ri(t), k € {1,2,...,N} are continuous functions such that

t N s
lim sup/ Z(/ ar(s, u) du) ds <1,
t=>00  Ji-maxj<j<n ri(t) | pop \Ys—rkls)
o0 N S
/ Z(/ ay(s, u) du) ds = o0.
0 k=1 s—ry(s)

Then the zero solution of equation (1) is asymptotically stable.

Proof By using the same arguments presented in the proof of Theorem 2, the desired result
follows directly from Proposition 3. O
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Remark 3 The results of Theorems 2 and 3 are well known; see e.g. [16]. We restate these
results here to illustrate the usefulness of the transfer theorem. By using the transfer the-
orem, the proofs of Theorems 2 and 3 are very simple.

Let us now consider the case, where, for any k € I = {1,2,...,N}, the kernel a(¢, s) fulfils
the condition (6). Thanks to the first part of Theorem 1 we know that the unique solution
x(t) of (1) is also the unique solution to the following equation:

N t
x(t) + Z(/ ai(t, s) ds)x(t - hk(t)) =0, t>0, (21)
k=1 t—ry(2)
which belongs to the class of functional differential equations with several variable delays:
N
2(t)+ Y b(t)x(t - m()) =0, t>0. (22)
k=1

For the stability of (22), we recall the following important result from Theorem 2 in [17].

Proposition 4 (Berezansky and Braverman [17]) Suppose that there exists a set of indices
JC{1,2,...,N} such that

hgélgfz bi(t) >0
ke]

and there exists r(t) > 0 such that for sufficiently large t

g 1
[ CLER

() ey
If
U [ TN 1) dsl) + Y [bi(2)]
lim sup <1, (23)
t—00 Zke/ bk(t)

then equation (22) is exponentially stable.

As a product of Proposition 4, we can obtain new conditions for the exponential stability
of equation (1) in the next theorem.

Theorem 4 Suppose that there exists a set of indices ] C {1,2,...,N} such that

t
liminf (/ ax(t,s) ds> >0
t—00 P t—rk(t)

and there exists r(t) > 0 such that for sufficiently large t

t s 1
/ [Z(/ ak(s,u)du)]dsf -.
t—r(t) keJ s—rg(s) e
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¥

t— r(t) t
. 2 ke |ft et “k (ts ds”f: i= 1|fs ri(s) u) dul ds|) + Zké/‘fz-rk(t)“k(t’s)ds|
lim sup <1
Hoo Y kes ft—rk(l) ak(t,s) ds

(24)
then equation (1) is exponentially stable.

Remark 4 IfJ = {j}, where j € {1,2,..., N} then the condition (24) reduces to

t-r@t) N s
lim sup / Z / a;(s,u)du|ds
t—00 t-rj(t) s—ri(s)

i=1
IfJ ={1,2,...,N} then the condition (24) reduces to

N |  ai(t,s) ds| t=r(@)) N | ps
( ft rilt / Z / a;(s,u)du|ds| | <1.
t-rr(t) s—ri(s)

lim sup
Z St i xt9)ds i1
Remark 5 The exponential stability of equation (1) has been recently discussed in [9]. To

¢

2k | ft—rk(t) ai(t,s) ds| )

+ t <1
ft—rj(t) df(t’ S) ds

t—00

the best of our knowledge, that paper seems to be the first one studying the exponential
stability of Levin-Nohel integro-differential equations. Theorem 4 thus is an interesting
and important contribution because it provides us one more sufficient condition for the
exponential stability.

To illustrate Theorem 4 we consider the class of convolution Levin-Nohel equations with
two constant delays:

x(t) + /t ai(t — s)x(s) ds + /t a>(t —s)x(s)ds =0, (25)

where 1,7, > 0 and the kernels a; : [0,71] = R, a5 : [0,72] — R are continuous functions.
Applying Theorem 4 for J = {1}, {2} and {1, 2} yields the following.

Corollary 1 Suppose at least one of the following conditions holds:
L [y ai(s)ds > 0 and there exists r(t) > 0, such that for sufficiently large t

rl 1
( | e ds)r<t) <1
0 e
r ry
lim sup((/ ai(s)ds + / a»(s)ds
t— 00 0 0
2. fOrZ ay(s)ds > 0 and there exists r(t) > 0 such that for sufficiently large t
72 1
(/ as(s) ds) r(t) < -,
0 e
rn
lim sup ( < / ai(s)ds
t—00 0

)|r(t)—r1| |f %2 s)dsl) <1

0 " aq(s)ds

+/’2a2(s)d5>|r(t)_r2| s dl(S)dS|><L
’ 0

2(s)ds
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3. forl ai(s)ds + forz ay(s)ds > 0 and there exists r(t) > 0, such that for sufficiently large t

(f” ay(s)ds + /m az(s)ds)r(t) L
0 0 e
limsup< ‘/0 ai(s)ds /0 a»(s)ds

t—00
for‘ a(s)ds + fom ay(s)ds
< — . .
| fo ar(s)ds| +1 [;? a(s) ds|

|r(t)—r1| +

|r(t)—r2|)

Then equation (25) is exponentially stable.

4 Quasilinear Levin-Nohel equations
The aim of this section is to establish stability conditions for quasilinear Levin-Nohel
equations of the form (2). To the best of our knowledge, till now, the stability problem
for this new class of the Levin-Nohel equations has not yet been addressed. We impose
the assumptions:

(a) Foreach ke {N +1,...,M}, gk(0) = 0 and gx(x) is a Lipschitz function, i.e.

|lgi(®) - gc(»)| < Kilx —yl, Vx,y€R, (26)

where K is a finite positive constant.
(b) The kernel ax(t,s) is continuous and fulfils the condition (6) for any
kel={(L2,...,.M).
(c) The delays r¢(2), k € I are continuous with ¢ — r¢(t) — 0o as t — 0.
Under such assumptions, equation (2) with an initial data admits a unique solutions.
Moreover, it follows from the first part of Theorem 1 that the solution x(£) of (2) is also

the solution to the following quasilinear equation:

N t

EOEDS ( / L, A ds>x(t — I (1))
t—ry(t

k=1

M ¢
+ Z (f ar(t, s) ds)gk(x(t— hk(t))) =0, t>0.
k=N+1 M

—ri(t)

This equation belongs to the class of quasilinear functional differential equations with

oscillating coefficients of the form

N M
&)+ be®x(t - @) + Y be(t)gi(x(t - () =0, £=0. (27)

k=1 k=N+1

Our recent paper [18] provides many different conditions for the stability of (27). For the
conciseness of the present paper, we only recall here the general results stated in [18] and

leave specific cases for the reader. Put

M N
gty=> " Kilbe(®)],  f&)=D_|be(t)] +g(t). (28)
k=N+1 k=1

Theorem 2.1 in [18] reads as follows.
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Proposition 5 (Dung [18]) Suppose that there exists a continuous function q : [0,00) — R

such that
t N
litminff |:Z b (u) + q(u):| du > —o0,
— 00 0 k=1
t N § ity N
sup / |q(s)| +g(s) + Z(|bk(s)| fu) du> e s D brluraldu g - o <7,
>0 Jo k=1 s—hy(s)

Then the zero solution of (27) is asymptotically stable if and only if
t N
/ |:Z bi(u) + q(u):| du— 00 ast— oo.
0 Lk=1

Theorem 5 Under the assumptions (a), (b), and (c), the zero solution of equation (2) is
asymptotically stable if there exists a continuous function q : [0,00) — R such that

t N s
sup [ [|q<s>| rg0+ (ol [ s dﬂ P naldgs 1 (29)
=0 Jo )

k=1 s—r(s

and

ol N
b du = 0o, 30
/ {Z k(u)+q(u)] =00 (30)

k=1
where by (t) := ftt_rk(t) ay(t,s) ds and the functions f, g are defined as in (28).

Proof Once again, the proof of this theorem is similar to that of Theorem 2. So we omit it
here. g

We conclude this section with an example.

Example Consider the equation

t cos(2s) .

t
x(t) + / a(b — sint)x(s) ds + c/ 1n(x(s)) ds=0, (31)
-1 t—|singy] 1+12
wherea>0,0<b<1,ceR.
In view of Theorem 5, we have
cos(2s)

ai(t,s) = a(b —sint), as(t,s)=c

i and g&(x) = sin(x).

Hence,

sin(2t) — sin(2t — 2| sin t])
2

bi(t) = a(b —sint), by(t)=c

and

g(t) = cSi“(Zt)"zs(ifiz;")z'sm') <l fO=|0@)]+g) <ab+a+lc.
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Since fot b1(s)ds = abt — a(1 — cos t) > abt — 2a, the condition (30) is satisfied with g(¢) = 0.
Consequently, the zero solution of (31) is asymptotically stable if

t s
sup/ [|c| + ((ab +a) / (ab +a+|cl) du)]e“b(”)“(cos t=c0ss) o < 1. (32)
0 s—-1

t>0

It follows from the fact that fot g-ablt=s)-alcost—coss) 7o < o2a f(; e~ b(t=s) g < f—;, Vt > 0, that
(32) holds true if

o ﬂ+(ab+a+|c|)(b+1) -1
ab b '

which is satisfied with @ = 0.1, 5 = 0.9 and ¢ = +0.03.

5 Conclusion
In this paper, we proved a transfer theorem for the Levin-Nohel equations. Because of
its simplicity, the transfer theorem provides us with an effective method to investigate
the stability of the Levin-Nohel equations. Each of the known stability conditions for the
corresponding functional differential equations may give us a stability condition for the
original Levin-Nohel equations.

By using the transfer theorem, we obtain simple proofs for some well-known results
(Theorems 2 and 3) and new stability conditions (Theorems 4 and 5) for the Levin-Nohel

equations.
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