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Abstract
This paper investigates the long time behavior of tumor cells evolution in a
tumor-immune system competition model perturbed by environmental noise.
Sufficient conditions for extinction, stochastic persistence, and strong persistence in
the mean of tumor cells are derived by constructing Lyapunov functions. The study
results show that environmental noise can accelerate the extinction of tumor cells
under immune surveillance of effector cells, which means that noise is favorable for
the extinction of tumor in this condition. Finally, numerical simulations are introduced
to support our results.
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1 Introduction
Cancer is becoming the leading cause of death around the world, but our cognition of its
causes, methods of prevention and cure are still in its infancy. One great method that has
shown its potential in our better understanding of such a complicated biological problem
is mathematical modeling []. Tumor immune models have existed since the early s.
Researchers have proposed various modeling approaches using ordinary and delayed dif-
ferential equations [–]. A good summary of early works of tumor immune dynamics can
be found in []. A detailed review of non-spatial models described by ODEs is published
by Eftimie []. A simple but classical mathematical model of a cell mediated response to a
growing tumor cell is proposed and analyzed by Kuznetsov and Taylor []; it takes into ac-
count the penetration of tumor cells by effector cells as well as the inactivation of effector
cells. Their model can be applied to describe two different mechanisms of the tumor: tu-
mor dormancy and sneaking through. Galach [] firstly simplified the Kuznetsov-Taylor
model by replacing the Michaelis-Menten form with a Lotka-Volterra form for the im-
mune reactions. Then time delay was considered in the simplified model, and a state of
the returning tumor was observed. More complete bibliography about the evolution of a
cell and the relevant role of cellular phenomena in directing the body toward recovery or
toward illness can be found in [, ]. The detailed descriptions of virus, antivirus, and
body dynamics are available in [–].
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Conventional treatments of cancer, such as radiotherapy and chemotherapy, usually act
on the tumor cells themselves, and although these conventional treatments respond early,
recurrences and drug resistance often occur late in the course of long-term treatment.
Cancer immunotherapy has recently gained exciting progress. In contrast to conventional
therapies, immunotherapy elicits immune system antitumor responses by acting on the
immune system. Immune-Checkpoint Inhibitors clinical trials have shown a greater sus-
tained response than conventional chemotherapy. The positive response of immunother-
apy generally depends on the interaction of tumor cells and the immune regulation in the
tumor microenvironment. In fact, tumor microenvironment is inevitably affected by envi-
ronmental noise, which is an important component in realism. Nowadays, noise dynamics
have been widely studied in different fields such as epidemic model [], nervous system
[], genetic regulatory system [–], bistable system [–], chaotic system [, ],
etc. In the last years, stochastic growth models for cancer cells were studied in [–], in
which Lyapunov exponent method and Fokker-Planck equation method are used to inves-
tigate the stability of the stochastic model by numerical simulations. The goal of this paper
is to explore the long time behavior of tumor and effector cells in the tumor-immune sys-
tem competition model perturbed by environmental noise. One of many advantages of our
paper is that we initially make use of the methods of Itô’s formula and Lyapunov function
to derive and analyze the properties of a stochastic tumor-immune system competition
model. The other advantage of this paper is that the conditions for extinction, stochastic
persistence, and strong persistence in the mean of tumor cells are established by strict
mathematical proofs. Accordingly, the sufficient conditions for extinction and persistence
could provide us more effective and precise therapeutic schedule to eliminate tumor cells
and improve the treatment of cancer.

This paper is organized as follows. In Section , we introduce a mathematical model.
In Section , we establish the sufficient conditions for extinction, stochastic persistence,
and strong persistence in the mean of tumor cells. Numerical simulations are presented in
Section , and they are used to verify and illustrate the theorems of Section . In Section ,
we discuss the conclusions and future directions of the research.

2 Mathematical model
When unknown tissues, organisms, or tumor cells appear in a body, the immune system
tries to identify them and, if it succeeds, it attempts to eliminate them. The immune sys-
tem response consists of two distinct interacting responses: the cellular response and the
humoral response. The cellular response is carried by T lymphocytes. The humoral re-
sponse is mediated by B lymphocytes. The dynamics of the antitumor immune response
in vivo is complicated and not well understood.

Once the tumor cells are identified, the immune response begins. Then tumor cells are
caught by macrophages, which can be found in all tissues in the body and circulate in the
blood stream. Macrophages absorb tumor cells, eat them, and release a series of cytokines
which activate T helper cells (i.e., a subpopulation of T lymphocytes). Activated T helper
cells coordinate the counterattack. T helper cells can also be directly stimulated to interact
with antigens. These helper cells cannot kill tumor cells, but they send urgent biochemical
signals to a special type of T lymphocytes called natural killers (NKs). T cells begin to
multiply and release other cytokines that further stimulate more T cells, B cells, and NK
cells. As the number of B cells increases, T helper cells send a signal to start the production
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Figure 1 Kinetic scheme describing interactions
between ECs and TCs (see [9]).

of antibodies. Antibodies circulate in the blood and are attached to tumor cells, which
implies that the tumor cells are more quickly engulfed by macrophages or killed by NK
cells. Like all T cells, NK cells are programmed to identify one specific type of infected
cell or cancer cell. NK cells are lethal and constitute a vital line of the defense.

The model presented in [] describes the response of effector cells (ECs) to the growth of
tumor cells (TCs). This model differs from others because it takes into account the pene-
tration of TCs by ECs, which simultaneously causes the inactivation of ECs. It is assumed
that interactions between ECs and TCs in vitro can be described by the kinetic scheme
shown in Figure , where E, T , C, E∗, and T∗ are the local concentrations of ECs, TCs, EC-
TC complexes, inactivated ECs, and lethally hit TCs, respectively. k and k– denote the
rates of bindings of ECs to TCs and the detachment of ECs from TCs without damaging
TCs, k is the rate at which EC-TC interactions program TCs for lysis, and k is the rate at
which EC-TC interactions inactivate ECs.

Kuznetsov and Taylor’s model [] is as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

dE
dt = s + F(C, T) – dE – kET + (k– + k)C,
dT
dt = aT( – bT) – kET + (k– + k)C,
dC
dt = kET – (k– + k + k)C,
dE∗
dt = kC – dE∗,

dT∗
dt = kC – dT∗,

()

where s is the normal (i.e., not increased by the presence of the tumor) rate of the flow of
adult ECs into the tumor site. F(C, T) describes the accumulation of ECs in the tumor site;
d, d, and d are the coefficients of the processes of destruction and migration for E, E∗,
and T∗, respectively; a is the coefficient of the maximal growth of tumor; and /b is the
environment capacity.

It is claimed in [] that experimental observations motivate the approximation dC
dt ≈ .

Therefore, it is assumed that C ≈ KET , where K = k
k+k+k–

, and the model can be reduced
to two equations which describe the behavior of ECs and TCs only. Moreover, in [] it is
suggested that the function F should be in the form F(C, T) = F(E, T) = θET . Therefore,
model () takes the form

⎧
⎨

⎩

dE
dt = s + αET – dE,
dT
dt = aT( – bT) – nET ,

()

where α = θ – m, and a, b, s have the same meanings as those in (); n = Kk, m = Kk,
and d = d, respectively. All coefficients except α are positive. α is the immune response
to the appearance of the tumor cells, its sign depends on the relation between θ and m.
If the stimulation coefficient of the immune system exceeds the neutralization coefficient
of ECs during the formation of EC-TC complexes, then α > . We use the dimensionless
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form of model (),

⎧
⎨

⎩

dx
dt = ε + ωxy – δx,
dy
dt = αy( – βy) – xy,

()

where x denotes the dimensionless density of ECs; y stands for the dimensionless density
of the population of TCs; E and T are the initial value. α = a

nT
, β = bT, δ = d

nT
, ε =

s
nET

, and ω = α
n represent the immune response to the appearance of the tumor cells

(i.e., immune coefficient). In this paper we consider the case of ω > , which means that
immune response is positive.

In [], system () always has the equilibrium P = ( ε
δ
, ). If ω >  and αδ < ε, then P is the

unique equilibrium of () and it is globally stable. If ω >  and αδ > ε, then P is unstable,
and there is an equilibrium

P∗ =
(

–α(βδ – ω) +
√

�

ω
,
α(βδ + ω) –

√
�

αβω

)

of (), which is globally stable, and � = α(βδ – ω) + αβεω.
In fact, tumor microenvironment is complex, and the growth of tumor cells is influ-

enced by many environmental factors [], e.g., the supply of oxygen and nutrients, the
degree of vascularization of tissues, the immunological state of the host, chemical agents,
temperature, etc. A tiny variation of parameters will change the evolutionary process of
tumor cells. So, it is inevitable to consider the tumor-immune system competition model
with environmental noise. In this paper, taking into account the effect of randomly fluctu-
ating environment, we assume that fluctuations in the environment will mainly affect the
immune coefficient ω

ω → ω + σ Ḃ(t),

where B(t) is standard Brownian motions with B() = , and with the intensity of white
noise σ  > . The stochastic version corresponding to the deterministic model () takes
the following form:

⎧
⎨

⎩

dx(t) = (ε + ωx(t)y(t) – δx(t)) dt + σx(t)y(t) dB(t),

dy(t) = (αy(t) – αβy(t) – x(t)y(t)) dt,
()

where all the parameters are positive and bounded. For convenience of expression, we
define the following notions:

〈
f (t)

〉
=


t

∫ t


f (s) ds; f ∗ = lim sup

t→+∞
f (t); f∗ = lim inf

t→+∞ f (t); t ∧ τk = min(t, τk).

3 Long time behavior of the stochastic model
Our primary interests in tumor dynamics are the extinction and survival of tumors in-
duced by environmental fluctuations. In order to study the extinction and survival, we
need some appropriate definitions about extinction and persistence. Here we adopt the
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concepts of extinction, stochastically permanent [], and strong persistence in the mean
[]. In addition, some of our proofs are motivated by the works Liu [], Mao [], and
Zhao []. The useful definitions are as follows:

() The tumor cells y(t) will go to extinction a.s. if limt→+∞ y(t) = .
() The tumor cells y(t) will be stochastically permanent a.s. if there are constants N > 

and M >  such that P∗{y(t) ≥ N} ≥  – ξ and P∗{y(t) ≤ M} ≥  – ξ .
() The tumor cells y(t) will be strong persistent in the mean a.s. if 〈y(t)〉∗ > .
Next we establish the sufficient conditions of extinction and persistence for our model.

Lemma  For any positive initial value (x, y), if  < x < 
β

, the solution of () obeys

x(t) <

β

, y(t) ≤ max

{

y,

β

}

a.s. ()

Proof According to the second equation of model (), we have

y =
α – x

αβ + ( α–x
y

– αβ)e–(α–x)t . ()

Firstly, we discuss y based on the different value range of x.
(i) When  < α – x and αβy ≤ α – x (i.e.,  < x ≤ α( – βy)),

y =


αβ

α–x + ( 
y

– αβ

α–x )e–(α–x)t

=


αβ

α–x + αβ

α–x ( α–x
αβy

– )e–(α–x)t

≤ 
αβ

α–x

≤ 
β

.

(ii) When  < α – x < αβy (i.e., α( – βy) < x < α),

y =
α – x

αβ + ( α–x
y

– αβ)e–(α–x)t

<
α – x

αβ + ( α–x
y

– αβ)
= y.

(iii) When α – x ≤  (i.e., x ≥ α),

y =
x – α

–αβ + (αβ – α–x
y

)e–(α–x)t

=
x – α

–αβ + (αβ + x–α
y

)e–(α–x)t

≤ x – α

–αβ + αβ + x–α
y

= y.
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Consequently, we have proved y(t) ≤ max{y, 
β
}. Then we will show that x(t) is bounded.

Applying Itô’s formula [] to the first equation of model (), we get

d ln

∣
∣
∣
∣


x – 

β

∣
∣
∣
∣ =

β( – βx)(ε + ωxy – δx) + .βσ xy

(βx – ) dt –
βσxy
βx – 

dB(t).

Integrating both sides from  to t, we can obtain

x(t) –

β

=
x – 

β

e
∫ t

 M(s) ds+
∫ t

 M(s) dB(s)
,

where M(s) = β(–βx(s))(ε+ωx(s)y(s)–δx(s))+.βσx(s)y(s)
(βx(s)–) , and M(s) = – βσx(s)y(s)

βx(s)– .
Therefore,

x(t) =
x – 

β

e
∫ t

 M(s) ds+
∫ t

 M(s) dB(s)
+


β

.

That is to say, if x < 
β

, then x(t) < 
β

for all t > . �

Lemma  Let f ∈ C[[,∞) × �, (,∞)] and F(t) ∈ C([,∞) × �, R). If there exist positive
constants λ, λ, and T such that

ln f (t) ≥ λt – λ

∫ t


f (s) ds – F(t) a.s. ()

for all t ≥ T , and limt→∞ F(t)
t =  a.s., then

lim inf
t→∞


t

∫ t


f (s) ds ≥ λ

λ
a.s.

Proof The proof is similar to the proof of Lemma in []. Note that limt→∞ F(t)
t =  a.s.;

then, for arbitrary k > , there exist T = T(ω) >  and a set �k such that P(�k) ≥  – k
and F(t)

t ≤ k for all t ≥ T, ω ∈ �k . Let T̄ = max{T , T} and

ϕ(t) =
∫ t


f (s) ds for t ≥ T̄ ,ω ∈ �k .

Since f ∈ C[[,∞) × �, (,∞)], then ϕ(t) is differentiable on [T̄ ,∞) a.s. and

dϕ(t)
dt

= f (t) >  for t ≥ T̄ ,ω ∈ �k .

Substituting dϕ(t)
dt and ϕ(t) into (), we obtain

ln

(
dϕ(t)

dt

)

≥ λt – λϕ(t) – F(t) ≥ (λ – k)t – λϕ(t) for t ≥ T̄ ,ω ∈ �k .

Thus

eλϕ(t) dϕ(t)
dt

≥ e(λ–k)t for t ≥ T̄ ,ω ∈ �k .
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Integrating this inequality from T̄ to t results in

λ–


[
eλϕ(t) – eλϕ(T̄)] ≥ (λ – k)–[e(λ–k)t – e(λ–k)T̄]

.

This inequality can be rewritten as

eλϕ(t) ≥ λ(λ – k)–[e(λ–k)t – e(λ–k)T̄]
+ eλϕ(T̄).

Taking the logarithm on both sides yields

ϕ(t) ≥ λ–
 ln

[
λ(λ – k)–eλ–kt + λT̄

]
,

where

λT̄ = eλϕ(T̄) – λ(λ – k)–eλ–kT̄ ,

or
∫ t


f (s) ds ≥ λ–

 ln
[
λ(λ – k)–e(λ–k)t + λT̄

]
for t ≥ T̄ ,ω ∈ �k .

Dividing both sides by t(≥ T̄ > ) gives


t

∫ t


f (s) ds ≥ λ–

 t– ln
[
λ(λ – k)–e(λ–k)t + λT̄

]
.

Taking the limit inferior on both sides and applying L’Hospital’s rule on the right-hand
side of this inequality, we obtain

lim inf
t→∞


t

∫ t


f (s) ds ≥ λ – k

λ
for ω ∈ �k .

Letting k →  yields

lim inf
t→∞


t

∫ t


f (s) ds ≥ λ

λ
, a.s. �

Theorem  For any positive initial value (x, y), particularly, x < 
β

, Equation () has a
positive unique global solution (x(t), y(t)) on t ≥  a.s.

Proof To get a unique global solution for any given initial value, the coefficients of the
equation are generally required to satisfy the linear growth condition and the local Lips-
chitz condition []. However, the coefficients of model () do not satisfy the linear growth
condition, so the solution may explode in a finite time. Since the coefficients of Equa-
tion () are locally Lipschitz continuous for any given initial value (x, y) ∈ R

+, there is a
unique maximal local solution (x(t), y(t)) on t ∈ [, τe], where τe is the explosion time [].
To show this solution is global, we only need to show that τe = ∞. To this end, let k > 
be sufficiently large so that x, y all lie within the interval [ 

k
, k]. For each integer k ≥ k,

we define the stopping times τk = inf{t ∈ [, τe] : min{x(t), y(t)} ≤ 
k or max{x(t), y(t)} ≥ k}.
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Clearly, τk is increasing as k → ∞. Set τ∞ = limk→+∞ τk , thus τ∞ ≤ τe a.s. In other words,
we only need to prove τ∞ = ∞. If this statement is false, there exist constants T >  and
ε ∈ (, ) so that P{τ∞ < ∞} > ε. Thus there is an integer k > k such that

P{τk < T} > ε, k > k. ()

Define a C-function V : R
+ → R+ by V (x, y) = (x–– ln x)+(y–– ln y). The nonnegativity

of this function can be seen from u –  – ln u ≥ , ∀u > . Let k ≥ k and T >  be arbitrary.
Applying Itô’s formula, we have

dV (x, y) =
(

 –

x

)

dx +


x (dx) +
(

 –

y

)

dy +


y (dy)

=
[
ε + (ω – )xy + ( – δ)x – εx– + (αβ – ω + α)y + δ

+
(
.σ  – αβ

)
y – α)

]
dt + σ

(
 – x–)xy dB(t)

≤ L dt +
σ

β
(x – ) dB(t). ()

Here, L is a positive constant, and in the proof of the last inequality, we have used Lemma 
(i.e., for ∀t ≥ , x(t) and y(t) are bounded). The inequality in () implies that

∫ τk∧T


dV

(
x(t), y(t)

) ≤
∫ τk∧T


L dt +

∫ τk∧T



σ

β

(
x(s) – 

)
dB(s).

Taking expectation on both sides of the above inequality, we can obtain

EV
(
x(τk ∧ T), y(τk ∧ T)

) ≤ V (x, y) + LE(τk ∧ T) ≤ V (x, y) + LT . ()

Let �k = {τk ∧ T}, then by Inequality () we have P(�k) ≥ ε. Note that for any ω ∈ �k ,
x(τk ,ω), y(τk ,ω) equals either k or /k, hence V (x(τk ,ω), y(τk ,ω)) is no less than min{(k –
 – ln k), ( 

k –  + ln k), k + 
k – }. By Formula () we have

V (x, y) + LT ≥ E
[
�k V

(
x(τk), y(τk)

)]

≥ ε min

{

(k –  – ln k), 
(


k

–  + ln k
)

, k +

k

– 
}

,

where �k is the indicator function of �k . Letting k → ∞, the contradiction ∞ >
V (x, y) + LT = ∞ exists, which completes the proof. �

Remark  In order to guarantee the existence and uniqueness of the solution of model
(), we discuss the extinction and persistence of y(t) under the condition x < 

β
below.

Theorem  Let (x(t), y(t)) be the solution of system () with positive initial value (x, y).
If αδ < ε, then

lim
t→+∞ x(t) =

ε

δ
, lim

t→+∞ y(t) = . ()
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Proof An integration of the first equation of model () yields

x(t) – x

t
= ε + ω

〈
x(t)y(t)

〉
– δ

〈
x(t)

〉
+

σ

t

∫ t


x(s)y(s) dB(s).

We compute that

〈
x(t)

〉
=

ε

δ
+

ω

δ

〈
x(t)y(t)

〉
+

σ

δt

∫ t


x(s)y(s) dB(s) –

x(t) – x

δt

≥ ε

δ
+

N(t)
t

–
x(t) – x

δt
, ()

where N(t) = σ
δ

∫ t
 x(s)y(s) dB(s), which is a local continuous martingale and N() = .

Moreover,

lim sup
t→∞

〈N, N〉t

t
<

σ 

δβ < ∞ a.s.

By the strong law of large numbers for local martingales [], we obtain

lim
t→∞

N(t)
t

=  a.s. ()

Taking the limit inferior on both sides of (), we have

lim
t→+∞

〈
x(t)

〉

∗ ≥ ε

δ
a.s. ()

Applying Itô’s formula to the second equation of model (), we get

d ln y = (α – αβy – x) dt.

Integrating this from  to t and dividing by t on both sides, we have

ln y(t) – ln y

t
= α – αβ

〈
y(t)

〉
–

〈
x(t)

〉

≤ α –
〈
x(t)

〉
. ()

Taking the limit superior on both sides of () and substituting () into () yields

lim sup
t→∞

ln y(t)
t

≤ α –
ε

δ
.

If the condition αδ < ε is satisfied, then

lim sup
t→∞

ln y(t)
t

<  a.s.,

which implies

lim
t→∞ y(t) =  a.s. ()
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Applying Itô’s formula to the first equation of model () leads to

d ln

x

=
(

–ε

x

– ωy + δ + .σ y
)

dt – σy dB(t).

Integrating this from  to t, we have

ln


x(t)
– ln


x

= δt +
∫ t



[

–ε


x(s)
– ωy(s) + .σ y(s)

]

ds – σ

∫ t


y(s) dB(s). ()

Set N(t) =
∫ t

 σy(s) dB(s), whose quadratic variation is

〈
N(t), N(t)

〉
=

∫ t


σ y(s) ds.

By virtue of the exponential martingale inequality [], for any positive constants T , a
and b, we have

P
{

sup
≤t≤T

[

N(t) –
a

〈
N(t), N(t)

〉
]

> b
}

≤ e–ab.

Choose T = n, a = , b =  ln n, we get

P
{

sup
≤t≤n

[

N(t) –


〈
N(t), N(t)

〉
]

>  ln n
}

≤ /n.

An application of the Borel-Cantelli lemma [] yields that for almost all ω ∈ �, there is a
random integer n = n(ω) such that for n ≥ n,

sup
≤t≤n

[

N(t) –


〈
N(t), N(t)

〉
]

≤  ln n.

That is to say,

N(t) ≤  ln n +


〈
N(t), N(t)

〉
=  ln n + .

∫ t


σ y(s) ds

for all  ≤ t ≤ n, n ≥ n a.s. Substituting the above inequality into () leads to

ln


x(t)
≥ δt – ε

∫ t




x(s)

ds –
(

ω

∫ t


y(s) ds +  ln n – ln


x

)

.

By use of Lemma , we have

〈
/x(t)

〉

∗ ≥ δ

ε
.

Namely,

〈
x(t)

〉∗ ≤ ε

δ
. ()
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Together () with (), we see that

lim
t→∞

〈
x(t)

〉
=

ε

δ
. ()

Applying L’Hospital’s rule to the left side of (), we can derive that

lim
t→∞ x(t) =

ε

δ
. �

Theorem  If αδ – ωα
β

> ε, then the tumor cells y(t) will be stochastically permanent almost
surely.

Proof We first show that for arbitrary fixed ξ > , there exists a constant M >  such that
P∗(y(t) ≤ M) ≥  – ξ . Define V (y) = yq for y ∈ R+, where  < q < . Then it follows from
Itô’s formula that

dV (y) = qyq– dy +
q(q – )


yq–(dy)

=
(
qαyq – qαβyq+ – qxyq)dt.

Let n be so large that y ∈ [/n, n]. For each integer n ≥ n, define the stopping time
τn = inf{t ≥  : y(t) /∈ (/n, n)}. Clearly, τn → ∞ almost surely as n → ∞. Applying Itô’s
formula again to exp(t)V (y) gives

d
(
exp(t)V (y)

)
= exp(t)V (y) dt + exp(t) dV (y)

= exp(t)yq dt + exp(t)
(
qαyq – qαβyq+ – qxyq)dt

= exp(t)
(
–qαβyq+ + (qα + )yq – qxyq)dt

≤ exp(t)K ,

where K is a positive constant. Integrating this inequality and then taking expectations on
both sides, one can see that

E
[
exp(t ∧ τn)yq(t ∧ τn)

]
– yq

 ≤ E
∫ t∧τn


exp(s)K ds.

Letting n → ∞ yields exp(t)E[yq(t)] ≤ yq
 + K(exp(t) – ), or

E
[
yq(t)

] ≤ exp(–t)yq
 + K . ()

In other words, we have already shown that lim supt→+∞ E[yq(t)] ≤ K . Thus, for any given
ξ > , let M = K /q/ξ /q, by virtue of Chebyshev’s inequality, we can derive that

P
{

y(t) > M
}

= P
{

yq(t) > Mq} ≤ E[yq(t)]
Mq ,

that is to say, P∗{y(t) > M} ≤ ξ . Consequently, P∗{y(t) ≤ M} ≥  – ξ .
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Next we demonstrate that for arbitrary given ξ > , there exists a constant N >  such
that P∗(y(t) ≥ N) ≥  – ξ . Define V(y) = y– for y ∈ R+. Applying Itô’s formula to V(y)
leads to

dV
(
y(t)

)
= –y– dy + y–(dy)

= –y–(αy – αβy – xy
)

dt

= V(y)(–α + αβy + x) dt.

Define V(y) = ( + V(y))θ , where θ ∈ (/, /). Applying Itô’s formula again to V(y) gives

dV
(
y(t)

)
= θ

(
 + V

(
y(t)

))θ– dV + .θ (θ – )
[
 + V

(
y(t)

)]θ–(dV)

= θ
(
 + V

(
y(t)

))θ–[V(y)(–α + αβy + x)
]

dt

= θ
(
 + V

(
y(t)

))θ–[–(α – x)V(y) + αβV .
 (y)

]
dt. ()

An integration of system () is

⎧
⎨

⎩

x(t)–x()
t = ε + ω〈x(t)y(t)〉 – δ〈x(t)〉 + σ

t
∫ t

 x(s)y(s) dB(s),
y(t)–y()

t = α〈y(t)〉 – αβ〈y(t)〉 – 〈x(t)y(t)〉.
()

According to (), we have

x(t) – x()
t

+ ω
y(t) – y()

t
= ε – δ

〈
x(t)

〉
+

σ

t

∫ t


x(s)y(s) dB(s) + ωα

〈
y(t)

〉

– ωαβ
〈
y(t)

〉
. ()

We compute that

〈
x(t)

〉
= –


δ

(
x(t) – x()

t

)

–
ω

δ

(
y(t) – y()

t

)

+
ε

δ
+

σ

δt

∫ t


x(s)y(s) dB(s)

+
ωα

δ

〈
y(t)

〉
–

ωαβ

δ

〈
y(t)

〉

≤ –

δ

(
x(t) – x()

t

)

–
ω

δ

(
y(t) – y()

t

)

+
ε

δ
+

σ

δt

∫ t


x(s)y(s) dB(s)

+
ωα

δ

〈
y(t)

〉
–

ωαβ

δ

〈
y(t)

〉

≤ –

δ

(
x(t) – x()

t

)

–
ω

δ

(
y(t) – y()

t

)

+
ε

δ
+

σ

δt

∫ t


x(s)y(s) dB(s) +

ωα

δβ
.

Taking the limit superior on both sides of the above inequality yields

〈
x(t)

〉∗ ≤ ε

δ
+

ωα

δβ
. ()

Applying L’Hospital’s rule to (), we obtain (x(t))∗ ≤ ε
δ

+ ωα
δβ

. Letting r(t) = α – x(t), with
the condition of Theorem , we can derive that r∗ ≥ α – ( ε

δ
+ ωα

δβ
) > , applying this to ()
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yields

dV
(
y(t)

)
= θ

(
 + V

(
y(t)

))θ–[–r(t)V(y) + αβV .
 (y)

]
dt

≤ θ
(
 + V

(
y(t)

))θ–[–(r∗ – ξ )V(y) + αβV .
 (y)

]
dt

for sufficiently large t ≥ T . Now, let η >  be sufficiently small to satisfy  < η/θ < (r∗ – ξ ).
Define V(y) = exp(ηt)V(y). Making use of Itô’s formula gives

dV
(
y(t)

)
= η exp(ηt)V(y) dt + exp(ηt) dV(y)

≤ η exp(ηt)
(
 + V(y)

)θ dt + exp(ηt)θ
(
 + V(y)

)θ–[–(r∗ – ξ )V(y)

+ αβV .
 (y)

]
dt

= θ exp(ηt)( + Vy)θ–
{

–
[

(r∗ – ξ ) –
η

θ

]

Vy + αβV .
 (y) +

η

θ

}

dt

=: exp(ηt)H(y) dt

for t ≥ T . Note that H(y) is upper bounded in R+, namely C := supy∈R+ H(y) < +∞. Con-
sequently,

dV
(
y(t)

) ≤ C exp(ηt) dt

for sufficiently large t. Integrating both sides of the above inequality yields

exp(ηt)
(
 + y–(t)

)θ ≤ exp(ηT)
(
 + y–(T)

)θ +
C

η

(
exp(ηt) – exp(ηT)

)
.

Then taking expectations on both sides of the above inequality gives

E
[
exp(ηt)

(
 + y–(t)

)θ ] ≤ exp(ηT)
(
 + y–(T)

)θ +
C

η

(
exp(ηt) – exp(ηT)

)
.

We compute that

lim sup
t→∞

E
(
 + y–(t)

)θ ≤ lim sup
t→∞

{
exp(ηT)( + y–(T))θ

exp(ηt)
+

C

η

(

 –
exp(ηT)
exp(ηt)

)}

≤ C

η
.

In other words, we have shown that

lim sup
t→∞

E
[
y–θ (t)

] ≤ lim sup
t→∞

E
(
 + y–(t)

)θ ≤ C

η
=: C.

Thus, for any given ξ > , let N = ξ./θ /C./θ , by Chebyshev’s inequality,

P
{

y(t) < N
}

= P
{

y–θ > N–θ
} ≤ E[y–θ (t)]

N–θ
= Nθ E

[
y–θ (t)

]
.

That is to say, P∗{y(t) < N} ≤ ξ . Thus P∗{y(t) ≥ N} ≥  – ξ . �



Li and Li Advances in Difference Equations  (2017) 2017:58 Page 14 of 18

Theorem  If δα > ε, then the tumor cells y(t) will be strongly persistent in the mean almost
surely.

Proof According to (), we compute that

〈
x(t)

〉
= –


δ

(
x(t) – x()

t

)

–
ω

δ

(
y(t) – y()

t

)

+
ε

δ
+

σ

δt

∫ t


x(s)y(s) dB(s)

+
ωα

δ

〈
y(t)

〉
–

ωαβ

δ

〈
y(t)

〉
. ()

Applying Itô’s formula to the second equation of system () leads to

d ln y = (α – αβy – x) dt.

Integrating this from  to t and dividing by t on both sides, we have

ln y(t) – ln y()
t

= α – αβ
〈
y(t)

〉
–

〈
x(t)

〉
. ()

Substituting () to () yields

ln y(t) – ln y()
t

= α – αβ
〈
y(t)

〉
+


δ

(
x(t) – x()

t

)

+
ω

δ

(
y(t) – y()

t

)

–
ε

δ

–
σ

δt

∫ t


x(s)y(s) dB(s) –

ωα

δ

〈
y(t)

〉
+

ωαβ

δ

〈
y(t)

〉

= α –
(

αβ +
ωα

δ

)
〈
y(t)

〉
+


δ

(
x(t) – x()

t

)

+
ω

δ

(
y(t) – y()

t

)

–
ε

δ

–
σ

δt

∫ t


x(s)y(s) dB(s) +

ωαβ

δ

〈
y(t)

〉
.

≥ α –
(

αβ +
ωα

δ

)
〈
y(t)

〉
+


δ

(
x(t) – x()

t

)

+
ω

δ

(
y(t) – y()

t

)

–
ε

δ

–
σ

δt

∫ t


x(s)y(s) dB(s).

We compute that

〈
y(t)

〉 ≥ δα

αβδ + ωα
+


αβδ + ωα

(
x(t) – x()

t

)

+
ω

αβδ + ωα

(
y(t) – y()

t

)

–
ε

αβδ + ωα
–

σ

αβδ + ωα


t

∫ t


x(s)y(s) dB(s) –

δ

αβδ + ωα

ln y(t) – ln y

t
.

Consider that both x(t) and y(t) are bounded, we have

lim
t→+∞ inf

〈
y(t)

〉 ≥ δα

αβδ + ωα
–

ε

αβδ + ωα
=

δα – ε

αβδ + ωα
. ()

Consequently, we can derive that if δα > ε, then 〈y(t)〉∗ >  a.s. �
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Figure 2 Solutions of the stochastic model (4)
for ω = 0.15, δ = 35, α = 3.02, β = 0.002, ε = 110,
σ = 0.04, step size �t = 0.001 and initial value
(x(0), y(0)) = (1.5, 25).

Figure 3 Solutions of the stochastic model (4) for ω = 0.15, δ = 35, α = 3.02, β = 0.002, step size
�t = 0.006, σ = 0.04 and initial value (x(0), y(0)) = (1.5, 25). (a) Is with ε = 83; (b) is with ε = 100.

4 Numerical simulations
In this section, we use the Euler-Maruyama numerical method mentioned by Higham []
to support our results.

Figure  shows simulations of the results in Theorem . Based on the condition of The-
orem , we choose ε = , δ = , α = .. Note that αδ = . < ε = , and ε

δ
= ..

Figure  demonstrates that tumor cells will tend to zero, and effector cells will tend to the
constant . over time.

Figure  presents simulations of the results in Theorems  and . In Figure (a), we
choose ε = , δ = , α = .. Then the conditions satisfy δα – ωα

β
= . > ε = .

Applying Theorem , we can see that y(t) will be stochastically permanent. Figure (a)
confirms the results. In Figure (b), we choose ε = , δ = ,α = .. That is to say, αδ =
. > ε = . By virtue of Theorem , one can get that y(t) will be strongly persistent in
the mean and 〈y(t)〉∗ ≥ δα–ε

αβδ+ωα
= ..

Figure  shows the effects of environmental noise on the mean time to the extinction of
tumor-immune system competition system. Firstly, in Figure (a), we keep the parameter
value ε at , which represents the normal rates of the flow of adult ECs into the tu-
mor site, and simulate the path of y(t) in both the stochastic model and its corresponding
deterministic model. It is shown that y(t) in the stochastic model and the deterministic
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Figure 4 The effect of noise on the system for parameter values ω = 0.15, β = 0.001, α = 3.02, δ = 35,
σ = 0.3, step size �t = 0.01 and initial value (x(0), y(0)) = (1.5, 25). (a) is the path y(t) for the stochastic
model (4) and its corresponding deterministic model (3) with fixed parameter value ε = 109; (b) is the mean
time to extinction (MTE) as a function of ε.

model tends to zero since ε =  > αδ = .. However, the rate of tumor reduction in
the stochastic model is faster than that in the deterministic model. These results can also
be confirmed in Figure (b). Figure (b) simulates the mean time to extinction (MTE) as
a function of ε, where the MTE is the average of , times of a sample path. It is ob-
vious that the MTE in the stochastic model is less than that in the deterministic model
when the values of ε are the same, which shows that environmental noise can accelerate
the extinction of tumor cells. In addition, it can be seen in Figure (b) that the MTE is
reduced with the increase of ε, and it tends to almost the same value in the stochastic and
deterministic models when ε is relatively large. This result reveals that noise is favorable
for the extinction of tumor cells under immune surveillance, and noise is ineffective when
the ability of immune system is strong enough.

5 Conclusion
This paper is concerned with a stochastic tumor-immune system competition model.
Firstly, the Kuznetsov-Taylor model and the Galash simplified model [] describing the
competition between the tumor and immune cells are introduced, Gaussian white noise
is employed to mimic the environmental fluctuations. Then, with the methods of Itô’s for-
mula and Lyapunov function, sufficient conditions for extinction, stochastic persistence,
and strong persistence in the mean of tumor cells are established by rigorous mathematical
proofs. It is shown as follows:

(A) If αδ < ε, then the effector cells x(t) go to ε
δ
, and the tumor cells y(t) will go to

extinction a.s.
(B) If αδ – ωα

β
> ε, then the tumor cells y(t) will be stochastically permanent a.s.

(C) If αδ > ε, then the tumor cells y(t) will be strongly persistent in the mean a.s.
Our work reveals some important and interesting biological results. By comparing the

results of Galach [] with our work of Theorem , we can see that environmental noise can
change the properties of tumor-immune population dynamics significantly. For example,
under the same conditions, Figure (b) shows that the mean time to extinction of the
stochastic model is less than the time in the deterministic model. Namely, environmental



Li and Li Advances in Difference Equations  (2017) 2017:58 Page 17 of 18

noise can accelerate the extinction of tumor cells under the surveillance of effector cells,
which means that noise is favorable for the extinction of tumor in this condition.

Some interesting questions deserve further investigation. For example, in our model, we
assume that fluctuations in the environment will mainly affect the immune coefficient. It is
interesting to study what happens if noise affects other parameters of the system. Another
question of interest is to consider the stability in distribution (e.g., [, ]). Moreover, one
may propose some realistic but complex models. An example is to add the treatment into
the system. The motivation is to predict the effect of treatment and design the optimal
treatment schedule.
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