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1 Introduction and preliminaries
Consider the cubic system

X =pi(x%,9) + p2(x,9) + p3(x,9),

(L1)
Y =q(%y) + 2(%,9) + g3(%,),

where p;(x,y) and ¢;(x, y) are homogeneous polynomials in x and y of degree i (i =1,2,3).
Taking x = rcos @, y = rsiné, then (1.1) becomes

2 i
ar _ 250 bi(0)r -’ 1.2)
do 2o ai(O)r

where a;(0) and b;(0) (i = 0,1,2,...,n) are polynomials in cos 0 and sin 6. By [1-5], we know
that the origin (0, 0) of (1.1) is a center, if and only if equation (1.2) has a center at r = 0,
i.e., all the solutions nearby r = 0 are 2 -periodic.

As usually, we often apply the method of Lyapunov and Poincaré to study center-focus
problem. A new technique recently developed by Christopher and Sadowskii and oth-
ers. Polynomial ideals and invariant algebraic curves are sought and appropriate Dulac
functions constructed [1-6]. But for high-order polynomial systems and general planar
systems, to give the center conditions is very difficult. Necessary and sufficient conditions
are known for very few classes of systems. There are well-known conditions for quadratic
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systems and the problem has been resolved for systems in which P and Q are cubic poly-
nomials without quadratic terms and other some particular forms. In this paper, we will
apply the Mironenko’s (reflecting function method) method to study the Poincaré center-
problem of the certain cubic differential systems which are in the general form.

Now, we simply introduce the concept of the reflecting function, which will be used
throughout the rest of this article.

Consider the differential system

x = X(t,x) (teICR,xeDCR”,OGI), (1.3)
which has a continuously differentiable right-hand side and general solution ¢(Z; £y, %o).
Definition 1.1 For system (1.3), F(t,x) := ¢(—t, £, x) is called its reflecting function [7].

By this, for any solution x(¢) of (1.3), we have F(¢,x(¢)) = x(-t), F(0,x) = x and F(¢,x) is a
reflecting function of system (1.3) if and only if it is a solution of the Cauchy problem

F, + F,X(t,x) + X(-¢t,F) =0, F(0,x) = x. (1.4)

Theorem 1.2 ([7]) If system (1.3) is 2w-periodic with respect to t, and F(t,x) is its reflecting

function, then T (x) := F(—w, x) is the Poincaré mapping of (1.3) over the period [-w, ®), and
the solution x = ¢(t; —w,xo) of (1.3) defined on [-w, w] is 2w-periodic if and only if xy is a
fixed point of T (x).

From this theorem, we know that if system (1.3) and its reflecting function F(t,x) are
2w-periodic with respect to ¢, then all the solutions of (1.3) defined on [-w, ®] are 2w-
periodic.

Definition1.3 Ifthe reflecting functions of two differential systems coincide in their com-
mon domain, then these systems are said to be equivalent [7].

Theorem 1.4 ([7]) If F(t, ) is the reflecting function of (1.3), then one system is equivalent
to (1.3) if and only if this system can be expressed as follows:

x = X(t,%) + F'G(t,x) - G(-t,F(t,%)), 1.5)

where G(t,x) is an arbitrary vector function such that the every solution of the system (1.5)
is uniquely determined by its initial conditions.

All the equivalent 2w-periodic systems have a common Poincaré mapping over the pe-
riod [-w, w], and the qualitative behavior of the periodic solutions of these systems are
the same. By this one can study the qualitative behavior of the solutions of a complicated
system by using a simple differential system [7].

There are many papers which are also devoted to investigations of qualitative behavior
of solutions of differential systems by help of reflecting functions [7-16].

Mironenko’s method [7] was introduced and applied to the study of Poincaré center-
focus problem in [13], in which the author has stated in detail how to apply this method to
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calculate the focus quantities and derive the center conditions and use the reflecting func-
tion of a particular differential system to study the qualitative behavior of the periodic
solutions of its equivalent systems. In this paper we observe that any differential equation
that takes the form of (1.2) has an analytic reflecting function and the calculation can be
carried out easily. Thus by Mironenko’s method, the center-focus problem of a wide range
of systems that are equivalent to (1.2) can be solved automatically. To be more specific,
we will study the center-focus problem of some cubic differential systems (1.1) by looking
for the rational reflecting function of (1.2). We will give a set of new sufficient conditions
under which the critical point of (1.1) is a center. Meanwhile, we discover a class of differ-
ential systems, which is equivalent to (1.1) but not necessarily polynomial, with the same
character at its critical point.

Lemma 1.5
(1) IfF(t,x) =Y 1o fit)x" is a reflecting function of one differential system, then n =1, i.e.,

F=fo(t) + fi()x.

(2) IfF(t,x) = g((f;‘)) is a reflecting function of one differential system, P, Q are relatively

prime polynomials (P,Q) =1), P=Y " pi(t)x’ (n > 1, p,po #0), Q = Z;Zo gi(O),
pi(t), qj(t) are continuously differentiable functions.

Thenm=n=1,ie F:M
T po(t)+p1(t)x”

Proof (1) If F =Y "I fi(t)x' is a reflecting function of one differential system, by [7], we
have F(—t, F(t,x)) = «, i.e.,

x=) fi-0F (),
i=0

it implies

n

X _.fO(_t) = F(tr .?C) Zﬁ(_t)Fi_l(t’ x)’

i=1
from this we get F(t,x)|x — fo(—t) (x — fo(¢) is divisible by F(t,x)), thus n = 1, i.e., F(t,x) =
Jo®) +fi(@)x.

(2) If F(t,x) = gg;‘)) is a reflecting function of one differential system, by [7], we get

F(-t,F(t,x)) = x, i.e.,

x (Zl—aipni Qt) = prm (Z éipmiQi> , (16)
i=0

i=0

where p; = pi(-1), gi = q:(~t).
Case 1. If n > m, from (1.6) we get

m n-1
P|:an1 (Z éiPMin) —x (ZpipnliQi)] _ x}—anQn7
i=0 =0

it implies P|p,xQ". Since (P, Q) =1 and py # 0, so P|py, i.e., n = 0, this is contradiction with
n > 1. Therefore, n < m.
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Case 2. If n < m, from (1.6) we have

n m-1
P[Pm_n_lx<zﬁjpn_i(2i> _ Z qipm—l—iQi:| — éQO,
i=0 i=0
which yields P|g,,Q", as (P,Q) =1, so P|q, i.e., n = 0, this is contradiction with n > 1.
Thus m = n.
Case 3. If m = n, from (1.6), we get

x(DoP" + p1P" ' Q+ -+ puQ") = GoP" + 1P Q + - + 7, Q" (17)
For the coefficients of the degree #n? + 1 of x on both sides of (1.7) we have

Poby + PP n + -+ + Py = O,

o)
po+pr—+-+p| — ) =0,
Pn Pn

it implies P = (x — Z—Z)f’, P is a polynomial of degree n — 1 with respect to x.
From (1.7) follows

Y (px-q)P"'Q =0,

i=0

by this we get
n-1
Py (pix-g)P"" Q' = ~(pux - 3,)Q",
i=0
which implies P|(p,x — ,)Q", and so P|Q". As, (P,Q) =1, thus 9P = 0, and 9P =1, i.e.,
n=1.
The proof is completed. O

By Lemma 1.5, to seek the analytic rational reflecting function of (1.2), only need to
search the reflecting function in the form of F = fy(£) + fi(£)x and F = %. Thus,
in this paper, we are interested in when the differential equation (1.2) has such reflecting
function, and how to apply these reflecting functions to study the centre-focus problem
of the cubic system (1.1) and their equivalent systems.

In the following, all the differential systems have been discussed which have a continu-
ously differentiable right-hand side and have a unique solution for their initial value prob-

lem in a neighborhood of the origin.

2 Main results
Now, let us consider the general cubic system

2 2 3 2 2 3
x’ ==y + dyoX” + anxy + a2y + dzoX” +dayx y + apxy + aop3), (2 1)
¥ =%+ boox? + bixy + boyy? + bsox® + byx>y + baxy* + bozy?,

where ay;, by (i,j = 0,1,2,3) are constants.
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Setting x = rcos 6, y = rsiné in (2.1), we obtain

dr bi+byr
—=———" 7" =R(,r), 2.2
do 1+a1r+a2r2r ©.7) 22)
where

ay = byoC? + (byy — az0)C*S + (b2 — a11)CS* — a2 S°,
b1 = 6l20C3 + (6111 + bzo)C2S + (6102 + bn)CSz + b0253,

2.3
ay = b3oC* + (b — az0)C?S + (biy — a21)C*S? + (bos — a12)CS® — an3S*, 23)
bz = a30C4 + (Il21 + bgo)CSS + (ﬂlz + bgl)CzSz + (6103 + bu)CSS + b0354,
where C :=cos8, S :=sin6.
In the following, we will denote a; = a;(—0), b; = bi(—0), () = ¢(-6).
Theorem 2.1 F = f,(0) + fi(0)r is the reflecting function of (2.2), if and only if
b1 + b_l = 0,
body + byay =0,
2d) + Dyad (2.4)

b2 + bla_l + b2 + blljll = 0,
blﬂ_z + bztl_l + blzlz + ]92&1 =0.

and fy = 0, fi = 1. Therefore, r = 0 is a center of (2.2).

Proof By equation (1.4), we know F = f;(0) + f1(0)r is the reflecting function of (2.2), if and
only if

fo +fir + RO, 1) + R(=0,fy + fir) = 0,
£(0)=0,  £(0)=1.

(2.5)

Taking r = 0, it implies that

b +b
L Zﬁ) 2.}%27 ﬁ)(O):O

f0=_1+211f0+212f0

By the uniqueness of solutions for initial value problems of the above differential equation,
it yields fo(60) = 0. Substituting it into (2.5) we have

fir+fiR(O,7) + R(=0,fir) = 0, AO)=1. (2.6)

Equating the coefficients of the same power of  on both sides of (2.6), we obtain (2.4). So,
F = r is the reflecting function of (2.2). By Theorem 1.2, all the solutions of (2.2) nearby
r =0 are 27 -periodic, thus, the r = 0 is a center. O

Applying Theorem 1.4 we have the following.

Corollary 2.2 If all the conditions of Theorem 2.1 are satisfied, then for the equation

dr bl + bzl"

2
—_—=— G,r)—-G(-6,r),
de 1+a1r+a272r +GO.1) (=6,7)
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r =0 is a center. Here G(0,r) is an arbitrary continuously differentiable vector function and
such that G(9,0) — G(-6,0) = 0.

It is not difficult to prove the following lemma by using the method of mathematical

induction.

Lemma 2.3 If)
constants.

t1jen @il cosi0si 0 =0, 6 € R, then a;=0(;,j=0,1,2,...,n). Here a; are

Theorem 2.4 If

@ = azo = apzboz = agy + by = 0,

a12byo — anby + apan + agabzo =0,

a12boy + agaaos + agabry — anbosz = 0, (2.7)
aip + by — b (an + bag) = bo3 + apabos = 0,

a12b1y — agaba1 — aniboz = a1abzo — azn by =0,

then the cubic system (2.1) has a center at (0, 0).

Proof Since the even part of an odd function is equal to zero, using (2.3) and the first

relation of (2.4) and Lemma 2.3 we get

ax =0, by +agp; = 0. (2.8)
Using the second relation of (2.4) and simplifying we obtain

aso =0, bo3 + boaaoz = 0, ary + by = bu(an + ba). (2.9)
Applying the third relation of (2.4) and Lemma 2.3 we have

a1zbyo — anboy + agpan + a2bz =0, anboa + anaaos + aoxbiz — anbos = 0. (2.10)
By the fourth relation of (2.4) and simplifying, we get

arabso — anbyn =0, aibiy — ao3by — anbos =0, bozags = 0. (2.11)
It follows from (2.8)-(2.11) that equation (2.7) is true. Thus, it follows that equation (2.7)

holds. Due to Theorem 2.1, F = r is the reflecting function of (2.2), by Theorem 1.2, the
origin point (0, 0) of (2.1) is a center. Thus, the proof is finished. O

Simplifying equation (2.7), we can get the equivalent theorem as following.

Theorem 2.4’ The origin point (0,0) of the cubic system (2.1) is a center, if azy = azp =0

and one of the following conditions is satisfied:

(I) b2 =bo3 =0, by = —an, b = —ap,

b3o = —a, by = —aiz, b1y = —ao3;
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(I) app=a12=0, boz=bi1=by =0

2 2
aop3 =0, ap #0, ajy, —andyy + ao2d12411 = 0,
(III) by = —ag, boz = —anboy,
2 2
ﬂ u
by, = — %1902 ], boy = %21 —amb bag = 21 02 _ ﬂozﬂzlb
12 an 2025 21 s 02020, 30 ) a 020
%) a3 =dyp =dy =0, biy = —anbgy, boz = —ag2boy, by = —ap,
by1 = —apz(an + bay), b3o = —an(au + bao).

From Theorem 2.4/, the origin point (0, 0) is a center of system (2.1), if it can be expressed

in one of the following forms:

2 2
x' =y(=1+ anx + agyy + anx* + apxy + agsy-),

_ 2 2
¥y = —x(-1+anx + agy + anx” + apxy + agsy);

/

x = y(=1 + anx + anx® + apzy?),
¥ = x(1 + byox + b3gx? + b12y?) + boay?;

& = y(=1 + anx + apy + anx* + a;xy),
Yy = (1= aoy — “2%2x)(x + (bao + “2724 )x + boay?);

x' = y(-1+ anx + ay),
¥ = (1 —anx — agy)(® + (b + an)x* + bory?).

Theorem 2.5 The fractional function F = ﬁ’%r (x(0) =0, Bo(0) =0, B1(0)=1) isa
reflecting function of (2.2), if and only if,

bz - bldl + bz - bltll =0;

(30 +a@1)(by — biay) — bray + (30 + a1)(by — byay) — byas = 0;

(2.12)

bgzlz - blaga — (bl + 51)6116_12 + bgzlz - blaga — (bl + El)ﬂlb_lz = 0;
bia® + @ (by + by) — (by — (by + b)) = 0,

and By =0,B1=1,a = foe(bl +b1)do. Besides, sz(;T (by +b1)dO = 0, then r = 0 is a center of
(2.2); Iffoﬂ (b1 +b1)db 0, then equation (2.2) has only one 27 -periodic solution, i.e., r = 0.

Proof By (1.4), F = ﬁ(‘zl)(f is the reflecting function of (2.2), if and only if

bl + bgr 2

Bo + (Boer + B — o' Bo)r — o' Bir® + (By — o)

1+ air+ axr?

(D11 + ar) + ba(Bo + Bir))(L + ar)(Bo + pir)?
(L+ar)?2+ai1(Bo + fir)L + ar) + ax(Bo + pir)?

a(0)=0,  Bo(0)=0,  p(0)=1L

=0, (2.13)

Taking r = 0 in (2.13) we get

B+ h
B+ 1+2%ﬁm £o(0) = 0.

1+a1B0 +ay
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By the uniqueness of solutions for initial value problems of the above differential equation,
it yields Bo(0) = 0. Substituting it into (2.13) and equating the coefficients of the same

power of r on both sides of (2.13), we obtain

Bi©)=0,  Bi(0)=1; (2.14)
o = by +by, «(0) = 0; (2.15)
Ol,(dl + 6_11 + 20[) = b1(2a + L_ll) + b2 + Bldl + 20(51 + 1_92; (216)

o (@ +ady +as + ax + 2aa + a1d)
= bl (062 + L_ll(ll + &2) + b2(20[ + (711) + 20[b1611 + bzﬂl + b1a2 + b1a2 + szl; (217)
’ 2 — - P
o (aa® + mara + ayas + 20a;, + das)
= b2 (O(2 + 6_110[ + L_lz) + 20lb1612 + bzdz + b1a2a1 + bzal(){; (218)

o/(o:2 +ao+ Zzz) =bio + bya. (2.19)

From (2.14) follows B;1(0) = 1. By (2.15) we get (0) = foe(bl +b)db. Substituting o’ = by +
by into (2.16)-(2.19) and simplifying, it follows equation (2.12) is true. From above we know
F= Tr(e)r is the reflecting function of (2.2), so F(-x,7) = r is equivalent to a(-m)r = 0, it
implies if @(—7) = 0, r = 0 is a center, if «(—7) # 0, r = 0 is an unique 27 -periodic solution
of (2.2).

Thus, the proof is completed. d
Applying Theorem 1.4, we get the following corollary.
Corollary 2.6 If all the conditions of Theorem 2.5 are satisfied, then for the equation

dr b1 + byr

2 2 r
ST 21+ an)?GO,r) -G -6, —— ),
do 1+a1r+a2r2r (A+ar)G@.n) ( 1+ar>

r =0 is a center. Here G(0,r) is an arbitrary continuously differentiable vector function and
such that G(6,0) — G(-6,0) = 0.

Theorem 2.7 Suppose that a;y # 0 and one of the following conditions is satisfied

ap2 = —2do,
_ 430 _ _ 1
by = 20’ by = 3ayo, boy = a(ﬂlz —ands), (2.20)
2
b3o =0, by = 2azo, b1y = 2ay, bosz = 2(a1x — ana),

ao3 = aao(d0 + do2),
1
ap + 2azg + @(ﬂosﬂn +azodg) = 0,

a30 —
an1 + doz — 3% (aso + azoan) = 0, (2.21)
20
— 430 — —
by = 222 by = ax - ao, bo2 =0,

b3 =0, by = 2azo, byy = 2403, boz = 0.

Then the origin point (0,0) is a center of the cubic system (2.1).

Page 8 of 14
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Proof Applying Theorem 2.5 and equation (2.3), we know
o 2
() = / (b1 + b1)do = 5(”102 + b1 — ang) sin® @ + 2a, sind. (2.22)
0

As the even part of the odd function is equal to zero, using (2.3) and Lemma 2.3, from the

first relation of (2.12) we get

azo — azoba = 0; (2.23)
arz + by + aso — azo(boz — an) — (an + bao)(bu — azo) — bao(aoa + bu) = 0; (2.24)
bos + a1 + by + (an + bag)aoz — (aoz + b11)(boa — an) — boa (b1 — agz2) = 0; (2.25)
bos + bozags = 0. (2.26)

Using the second relation of (2.12) and Lemma 2.3, we obtain

azobao — axbiy — arbso = 0; (2.27)
a0 (2ax1 — bia + 2a3, — 3asobi — baobos + b3) — ax (bu — as)

+ byolary + by1) — b3y (aos + bu) — (an + bao) (b — azo) = 0; (2.28)
a0 (ﬂzl + ﬂ%o = b§0 — dyobn - ﬂubzo) + adso (6103 +big + an + 2as0a02 + ﬂfl

—2byobosy — bfl + axoby + anby — anboy - ﬂozbu) + dobao(boy — an)

— an(bn — az) + bao(arz + ba) + anidoz + (a12 + b21)(boy — an)

= (@03 + b12)(b11 = a20) + bozb2o — a20 (b1 — ax) — (an + bao) (b — aso)

+anoaos — (an + bao)(bos — ar2) — (aoa + bu)(br2 — ax) — boa (b2 — aszo)

— a0 ((boz — an)* + 2a0x (b1 — azo))

= (@02 + b)) (2b20(bo2 — an) — (bu — ax0)) = 0; (2.29)
a0 (6103 +bio + an + 2az0a02 + ﬂfl —2byoboy — bfl + dgobu + anbyo — anbos — 61021911)

+ a0 (ﬂos +bip + ﬂ%g - b(2)2 +agabn + 61111702) +daniaos + (aos + bi2)ag

+ (a12 + b )(boz — an) — (@03 + b12)(bu1 — a20) + bosbao + boz(boz — an)

+ Ay 20 + azodos — (o2 + i) ((box — an)? + 2aga (b — ax))

— (a1 + b20)(bos — ar2) — (ao2 + bun)(b12 — an)

— boa(b21 — azo) + (ao2 + bu)aos — boa(bos — ar2) = 0; (2.30)
az0(aos + bz + ag, — by, + agabn + anboy) + (a3 + biz)ao:

+bo3(boy — an) + agy(agy + bur) + (@02 + bi1)aos — boa(bos — aa) = 0. (2.31)
Substituting (2.23) into (2.27), we have

ﬂ20b30 =0. (232)
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Equation (2.29) plus (2.31) minus (2.28) minus (2.30) gives us
(@02 + bu - 6120)((6111 —boz + b20)2 + (aoz + bu - ﬂ20)2) =0,
which implies
agy + by —ay = 0. (2.33)

Thus, a(0) = 24y sinf. As ayg 7 0, by (2.32) we get b3 = 0. Substituting b3 = 0 and (2.33)
into (2.23), (2.24) and (2.25) we obtain
azo = axobao, (2.34)
a1y + by = —aso(an — boz) — apa(an + bap). (2.35)
Substituting (2.33) and (2.26) into (2.35), we obtain (2.35), too. Using the above relations
and simplifying (2.28)-(2.31) we have
dno(2a + axodor + az, - b12) + anags — (an + ba)(bar + bagags) =0, (2.36)
(2a91 + a03)(2a0 + ao2) + (3azoaor + anboz) (@0 + a) + 2ax0bao(an — bo2)
+2byoany + ai2boy — 2a11by + agabig — dzob(z)z —dybiy =0, (2.37)
(26103 +do — b(z)z)(2ﬂzo +ap) + (2b12 + 3axpags + 2byaarr)(ax + ag) + 2412002
+ asobao(an — boz) — buan + byary — asobyy + agby, =0, (2.38)
ao3(2a20 + a) + (b + axaos) (@ + ao)

+ boa(ary — axbos + azoan + agan) = 0. (2.39)
Computing the third relation of (2.12) and using the above relations we get

apzboa(2az + ag) =0, (2.40)
(2a20 + ao2)(anaos + baoaos — boabia + boaan) + azo(boz — ain)aos
= (bos — au)(2a§o + 2as0a07 + do3 + blz), (2.41)
(26130 +2axam + do3 + blz)(ﬂso —by1) + axobyags — (261%0 + 2a20a02 + asn ) (bos — di2)
+ (a1 — bi2)((2a20 + ag2)(an + bao) + azo(boz — an)) =0, (2.42)

(2434 + 2as0a02 + an ) (ba1 — aso) + azobzo(b12 — az) = 0. (2.43)

Applying the fourth relation of (2.12) and Lemma 2.3, we get

by (2az0 + ag2) = 0, (2.44)
by + 2ay0(ao + az) =0, (2.45)
bos + by — 2a50(boa + bap) = 0, (2.46)

2(1%0 + 26120(102 + b12 = 0, (247)
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azobao + azo — by = 0. (2.48)
Using (2.23) and (2.48) we obtain
by = 2asp. (2.49)

Obviously, equation (2.47) is the same as (2.45). Using (2.49) and (2.26) and (2.34), (2.46)

becomes
boy(2a0 + ap2) = 0. (2.50)
Thus, from the fourth relation of (2.12) we have

bia + 2as0(az + ap) =0,
boa(2az0 + ag2) = 0, (2.51)
by =2asp.

Using (2.35) and (2.23) and (2.49) we derive
byt = 2a50by0 = —a12 — aso(an — boz) — aoz(an + bao). (2.52)

Substituting (2.52) and (2.51) into (2.41),(2.42) and (2.43), it shows that these equations
are identical. Substituting (2.51) and (2.52) into (2.36) we have

(ﬂ21 + (l%o - b%O + dopadpr — bzoﬂu)(Zdzo + aoz) =0. (253)
Substituting (2.51) and (2.52) into (2.39) we obtain
(a03 — a3 — a20a02)(2az0 + agy) = 0. (2.54)

Substituting (2.33), (2.53), (2.35), (2.52) into (2.37) and (2.38), it shows that these equations
are identical. Thus from above discussion we know equation (2.12) is equivalent to the

following relations:

boz + ao2boz = aoy + b — azo = boa(2az0 + ags) = 0,

bia + 2az0(ax + ao2) = b3o = by —2a30 =0,

ayy + by + aszo(an — boz) + apx(an + by) =0, (2.55)
(ag + a3y — b3y + azodor — anbr)(2azg + apz) = 0,

(@03 — a3y — a20an) @02 + 2a20) = azo — azobag = 0.

Considering (2.55) and using Theorem 2.5 and Theorem 1.2, the conclusion of the present
theorem is true and the proof is finished. O

Remark 1 Under the conditions (2.20), the system (2.1) with a5 # 0 can be expressed as
follows:

X' = =y + agox? + anxy — 2ax0)* + azox® + anxy + apxy* + any’,

a 2 a 2 2 2 2
Yy =x+ %x + 3asoxy + (ﬁ —an)y” +2a3ox°y + 2a5yxy” + 2(az — azoau)yg,
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and this cubic system has a center at (0,0). Here ay1, aso, g21, 412, do3 are arbitrary con-

stants.

Remark 2 Under the conditions (2.21), the system (2.1) with a9 # 0 can be expressed as
follows:

/ — asQ ,.2 2 2
Y =x+ 220x% + (a0 — ao2)xy + 2az0x°y — 2as0(az + ao2)xy”,

. 2 2 3 2 2 3
{x = —y + AxoX” + auxy + do2y” + dzoX° + AuXy + d1axXy” + dzo(do + a2)y”’,
a0

where

a0 (ﬂlz +ay(az + ﬂoz)) +azo(2az0 + ap2) = 0,

a3, (6121 +aso(a + ﬂoz)) —azo(aso + anada) = 0.
and this cubic system has a center at (0,0).

Remark 3 In the literature [1], the authors have studied the center-focus problem of the
cubic system in the Kukles form, i.e., a; = 0 (i,j = 0,1,2,3) and in the literature [2], they
have discussed the cubic system with ag3 = 0 and b3 = 0. In the other literature [3-5],
the center-focus problem of some special cubic system has been studied. In this paper, we
use the Mironenko’s method to give the sufficient conditions of the center of the cubic
system in the general form (2.1). Just this advantage is not enough, by the equivalence [7]
of differential system, if the reflecting function of one differential system is given, at the
same time, we know the reflecting function of its infinite equivalent differential systems.
Thus, if we solve the center-focus problem of one system, at the same time, we open a class
of differential systems with the same character at the critical point. The following example
will illustrate this advantage.

Example 1 Consider the cubic system
K==yt 5t =y =3y (2.56)
Y =x+3xy+ Say.

It is easy to check that, for this system the condition (2.20) is satisfied, so the point (0,0)
is a center.

Taking x = rcos 6, y = rsiné, (2.56) becomes

dr cosf 9 (2.57)
_— = r .
do 2 +2rsind +r2sin’6

and it has a reflecting function F = ;.

By Theorem 1.4, equation (2.57) is equivalent to the equation

d cosf
a_ . — r* + (1 +rsind)?G(o,r) —G(—Q,;_) (2.58)
df 2 +2rsind +r%sin” 0 1+ rsiné

and which has a center at r = 0. Here G(6,r) nearby r = 0 is an arbitrary continuously
differentiable function and such that G(6,0) — G(-6,0) = 0.
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By [17], the first integral of (2.58) is H(x,y) = ®(0,u), where u = 2ersing . and &6, u) is

1+rsin®
the first integral of the following first order equation

d
d_’; = a(u) 9);
where a(0,u) = (1 + (1 + rsin6)?)(G(O,r) - (l+rslin9)2 G(-9, 1+rgin9))'
Taking
2k-1
GO,r) = 4

(1+rsin@)(1 + (1 + rsin0)2)k’

where k > 1 is an arbitrary constant, then equation (2.58) becomes

dr r*cos6(1+(1+rsin )2k 4 p2k1(1 + rsind — (1 + rsind)?)

, 2.59
do (1+(1+rsing)?)k (2.59)
by Corollary 2.6, its equivalent system,
=y + 322 =y = )L+ y+ 577 = Jray(@® + 7)1+ y), (2.60)
D~ e+ Say+ Ly )14y + A - S + ) 1L+ ),
has a center at (0, 0), too.
Taking k =1 in (2.60), which shows the cubic system
§ =y gxt - jay—y7 - 07 - 59
RS (2.61)
Y =x+ 5%y - 39" + 5% 59

has a center at (0, 0). On the other hand, it is easy to check that system (2.61) satisfies the
condition (2.20) of Theorem 2.7.
The Darboux first integral [18] of (2.61) is H(x,y) = ®(0,u) (u = 2250%,) (6, u) is the

1+rsin6

first integral of the following first order equation:

du sin 6u?

0 24 V4 +utsin’0

2 sin0(2+rsin0)2
1+7sin0)2(1+(1+rsin6)2

Taking G = T g then (2.58) becomes

dr cosé . (2 +rsing)?
— = - —— 1 +sinf ——————r
df 2+ 2rsin6 +r2sin“0 1+ (1 +rsin)

and its equivalent system

{x/ =y + 3% 5" =397 + 3002+ 9)%,

/ (2.62)
Y =x+ %xy + %xy2 + %yz(Z +9)?,

has a center at (0, 0).
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Solving the equation fl—z = u?sin@, we get the Darboux first integral of (2.62),
e (2 +y)/x2% +y2
Cl+y—x(2+y)

and its inverse integrating factor is

V=»1+y-x(2 +y))2\/x2 +92.
By this, the system (2.62) does not exist a limit cycle nearby (0, 0) (|x| < 1).

Remark 4 Ifin the system (2.1) taking ayg = %, then under the assumption of Theorem 2.7,
equation (2.2) has a center at r = 0 which can be expressed as (2.58).

Remark 5 From the above, we see that using the method of Mironenko we not only solve
a center-focus problem, but also at the same time, we open a class of differential systems,
which do not have to be polynomial differential systems, with the same character at the
critical point (0, 0). Therefore, we can say, sometimes, the method of Mironenko is more
effective than Poincaré and Lyapunov’s method.
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