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Recently, Salahshour et al. dealt with the solutions of fuzzy Volterra integral equations
with separable kernel by using a fuzzy differential transform method in []. Moreover,
the fuzzy Laplace transform was expressed by Salahshour et al. in []. And the existence
theorem was given for a fuzzy-valued function which possesses the fuzzy Laplace trans-
form. Ahmadi et al. investigated the Laplace transform formula on the fuzzy nth-order
derivative by using the strongly generalized differentiability concept in []. The fuzzy
Laplace transforms method for solving fuzzy fractional differential equations was pro-
posed by Salahshour et al. in [].

By the change of variables x = exp(–t) of the classical Mellin transform, one can obtain
its Laplace transform. By using this connection with the two-side fuzzy Laplace transform,
we can deduce the operator properties of the fuzzy Mellin transform. Then we may use
the Mellin transform technology to solve some kinds of fuzzy differential equations. That
is the main result of this paper. Some simple applications are given in the last section.

2 Preliminaries
We denote the sets of all nonempty convex compact subsets of metric space (X ,d) by
K(X ). The Hausdorff metric for X,X ∈K(X ) is defined as

D(X,X) = inf
{
X ⊂N(X, ε) and X ⊂N(X, ε)

}
,

where N(X, ε) = {x ∈X | d(x,x) < ε for some x ∈ X}.
A real-valued mapping ν : X → [, ] is called a fuzzy set.
Let us denote by E the set of all fuzzy sets satisfying the following four conditions:

(i) ν is normal, i.e., ∃x ∈X with ν(x) = ;
(ii) ν is convex (i.e., ν(λx + ( – λ)x) ≥ min{ν(x),ν(x)}, ∀λ ∈ [, ], x,x ∈X );

(iii) ν is semicontinuous on X ;
(iv) {x ∈X ;ν(x) > } is compact, where B̄ denotes the closure of B.
For  < r ≤ , the r-level set of ν is denoted by [ν]r = {x ∈ X | ν(x) ≥ r} and [ν] =

{x ∈X | ν(x) > }.
Zadeh’s extension principle implies

(ν + ν)(x) = sup
y∈X

min
{
ν(y),ν(x – y)

}
, x ∈X ,

and

(kν)(x) = ν(x/k), k > , and (kν)(x) = ̃ ∈ E , k = .

In particular, for ν,ν ∈ E , X ⊂R, and λ ∈R, we have

[ν ⊕ ν]r = [ν]r + [ν]r , [λν]r = λ[ν]r , ∀r ∈ [, ],

where [ν]r + [ν]r means the usual addition of two closed convex intervals of R and λ[ν]r

means the usual product between a scalar and an intervals of R.
A mapping f : X → E , X ⊂ R is called a fuzzy-valued function. Some authors have

considered the Laplace transform of fuzzy-valued functions and called it a fuzzy Laplace
transform (see [, , ]). Notice that the kernels functions of Laplace transform and
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Mellin transform are both complex-valued functions. In order to compute kν (k ∈ C,
ν ∈ E ), we have to modify the above definitions. The notion of the complex membership
function proposed by Tamir et al. in [] seems to be suitable.

The complex membership function is defined as

ν(t) = ν(t) + iν(t),

where ν,ν : R → [, ] and t ∈ R. For convenience, denote (ν,ν) by ν . Then, for ν =
(ν,ν) the (α,α)-level set is denoted by

[ν](α,α) = [ν]α ∩ [ν]α .

It is easy to see that the (α,α)-level of ν is always compact and convex. In order to
ensure that ν is normal, we define the following set:

Ê ′ =
{

(ν,ν) ∈ E × E | ∃t ∈R s.t. ν(t) = ν(t) = 
}

, (.)

where E = {ν | ν : R→ [, ]}.
We define ̂ ∈ E by ̂(t) =  when t =  and ̂(t) =  otherwise. The zero element on Ê ′

then reads ̂(t) = (̂(t), ̂(t)) ∈ E × E .
For f = (uf , vf ), g = (ug , vg) ∈ Ê ′, we give the notions of addition and scalar multiplication

as follows:

f + g = (uf + ug , vf + vg),

c� f = (auf – bvf ,avf + buf ) (c = a + ib).
(.)

The Hausdorff distance D : E × E → [,∞) is defined by

D(ν,ν) = sup
{
D

(
[ν]r , [ν]r

) | r ∈ [, ]
}

. (.)

For f = (uf , vf ), g = (ug , vg) ∈ Ê ′, we then define the Hausdorff distance D : Ê ′ → [,∞) by

D(f , g) = D
(
(uf , vf ), (ug , vg)

)
= max

{
D(uf ,ug),D(vf , vg)

}
. (.)

(Ê ′,D) is a complete metric space. Using the method given by Karpenko et al. [], one
can show that (Ê ′,D) is isometrically embedded in a Banach space.

A mapping F : [a,b] → Ê ′ is called complex fuzzy-valued function. In order to investi-
gate differentiability of the complex membership function, we need the notion of the dif-
ference of two fuzzy numbers. There are some different definitions such as the Hukuhara
difference, the generalized Hukuhara difference, the generalized difference, and so on. But
we only consider the following H-difference in this paper.

Let x, y ∈ Ê ′. If there exists z ∈ Ê ′ such that x = y + z, then z is called the H-difference of
x and y and it is denoted by x – y.

Let F(x) = (uf (x), vf (x)) and assume that uf (x) and vf (x) are both fuzzy Riemann-
integrable, which was introduced by Stefanini and Bede.
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Definition  ([]) Let u be a fuzzy-valued function on [a,∞], andu(x; r) = [u(x; r), ū(x; r)].
Assume that the endpoint functions u(x; r) and ū(x; r) are both Riemann-integrable on
[a,∞] for every b ≥ a, and assume that there are two positive M(r) and M̄(r) such that
∫ b
a |u(x; r)|dx ≤ M(r) and

∫ b
a |ū(x; r)|dx ≤ M̄(r) for every b ≥ a. Then u(x) is improper

fuzzy Riemann-integrable on [a,∞], and the improper fuzzy Riemann-integral is denoted
by Iu(x).

Furthermore, one can obtain

Iu(x; r) =
∫ ∞

a
u(x; r) dx =

[∫ ∞

a
u(x; r) dx,

∫ ∞

a
ū(x; r) dx

]
. (.)

Definition  Let F : [a,b] → Ê ′ be a complex fuzzy-valued function and let F(x) =
(uf (x), vf (x)). Assume that uf (x) and vf (x) are both fuzzy Riemann-integrable. Then F(x) is
improper fuzzy Riemann-integrable and the improper fuzzy Riemann-integral is denoted
by IF(x) = (Iuf (x), Ivf (x)).

Definition  We call a complex fuzzy-valued function F : (a,b) → Ê ′ strongly generalized
differentiable at x ∈ (a,b) if there exists some F ′(x) ∈ Ê ′ such that

(i) there exist the differences F(x + x) – F(x), F(x) – F(x – x) and

lim
x→+

F(x + x) – F(x)
x

= lim
x→+

F(x) – F(x – x)
x

= F ′(x),

or
(ii) there exist the differences F(x) – F(x + x), F(x – x) – F(x) and

lim
x→+

F(x) – F(x + x)
–x

= lim
x→+

F(x – x) – F(x)
–x

= F ′(x),

or
(iii) there exist the differences F(x + x) – F(x), F(x – x) – F(x) and

lim
x→+

F(x + x) – F(x)
x

= lim
x→+

F(x – x) – F(x)
–x

= F ′(x),

or
(iv) there exist the differences F(x) – F(x + x), F(x) – F(x – x) and

lim
x→+

F(x) – F(x + x)
–x

= lim
x→+

F(x) – F(x – x)
x

= F ′(x).

Furthermore, one can obtain

DF(x) = F ′(x) =
[
Duf (x),Dvf (x)

]
.

3 The fuzzy Mellin transform
Definition  The fuzzy Mellin transform of a complex fuzzy-valued function f (t) is de-
fined by

M
[
f (t)

]
(s) =

∫ ∞


ts– � f (t) dt, (.)

where s ∈C.
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We then have

M[f ](s) =
(∫ ∞


ts– � uf (t) dt,

∫ ∞


ts– � vf (t) dt

)

=
(
M[uf ](s),M[vf ](s)

)
. (.)

We can establish the connection with the fuzzy Laplace transform defined by the authors
in [, , ]. Let x = e–t . We have the Laplace transform

L
[
f (t)

]
(s) =

∫ +∞

–∞
e–st � f

(
e–t)dt. (.)

By using this formula, we can obtain the following propositions.

Proposition 

L
[
f
(
e–t)](s) = M

[
f (t)

]
(s). (.)

For the definitions of | · | and converges absolutely we refer the reader to []. If the func-
tion F(t) := f (e–t) satisfies δ– < δ+, then the fuzzy Laplace transform converges absolutely
for δ– < Re(s) < δ+, where

δ– := inf
{
δ | ∣∣F(t)

∣∣ = O
(
eδt), t → ∞}

,

δ+ := sup
{
δ | ∣∣F(t)

∣∣ = O
(
eδt), t → –∞}

.

By (.), if δ– < δ+, then for δ– < Re(s) < δ+ the fuzzy Mellin transform converges abso-
lutely, where

δ– := inf
{
δ | ∣∣f (t)

∣∣ = O
(
t–δ

)
, t → +

}
,

δ+ := sup
{
δ | ∣∣f (t)

∣∣ = O
(
t–δ

)
, t → ∞}

.

If the fuzzy Mellin transform M[f (t)](s) converges absolutely in the vertical strip δ– <
Re(s) < δ+, then one can obtain

lim
t→+

ts � f (t) = ̂, Re(s) > δ–,

lim
t→∞ ts � f (t) = ̂, Re(s) < δ+.

Furthermore, for δ– < α ≤ Re(s) ≤ β < δ+, the fuzzy Mellin transform converges absolutely
and uniformly, and

lim
| Im(s)|→∞

f̃ (s) = ̂

for α < Re(s) < β . Then we give the inversion formula for the fuzzy Mellin transform

f (t) = M–[f̃ (s)
]
(t) =


π i

�
∫ c+i∞

c–i∞
t–s � f̃ (s) ds (.)

with δ– < c < δ+.
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Example  Let f (t) = (uf � e–t , vf � e–t) = a� e–t with a = (uf , vf ) ∈ Ê ′, then

M
[
a� e–t](s) =

(∫ ∞


ts– � uf � e–t dt,

∫ ∞


ts– � vf � e–t dt

)

=
(
uf � 	(s), vf � 	(s)

)
= a� 	(s), Re(s) > . (.)

Thus, for t > , a ∈ Ê ′, c > ,

a� e–t = M–[a� 	(s)
]
(t) =


π i

� pv
∫ c+i∞

c–i∞
t–s � a� 	(s) ds. (.)

In fact, the fuzzy Mellin transform is a linear operator in the domain of the strips of
convergence. Then we have the following property.

Proposition  IfM[fj(t)](s) = f̃j(s) for αj < Re(s) < βj, then

M
[ n∑

j=

cj � fj(t)

]

(s) =
n∑

j=

cj �M
[
fj(t)

]
(s), (.)

where α < �(s) < β , α � max{α, . . . ,αn}, and β � min{β, . . . ,βn}.

Proposition  LetM[f (t)](s) = f̃ (s) for α < �(s) < β ,

M
[
f (λt)

]
(s) = λ–s �M

[
f (t)

]
(s).

Proof By a fuzzy Laplace transformation we obtain

M
[
f (λt)

]
(s) = L

[
f
(
λe–τ

)]
(s) = L

[
f
(
e–(τ–logλ))](s)

= e–s logλ �L
[
f
(
e–τ

)]
(s) = λ–s �M

[
f (t)

]
(s), (.)

where λ > , t > , α < �(s) < β . �

Example 

M
[
c� e–λt](s) = c� λ–s � 	(s), Re(s) > , c ∈ Ê ′,λ > .

Proposition  For λ �=  and t > , we have

M
[
f
(
tλ

)]
(s) =


|λ| �M

[
f (τ )

]( s
λ

)
.

Proof For λ �=  and t > , by using the fuzzy Laplace transformation, we have

M
[
f
(
tλ

)]
(s) = L

[
f
(
e–λτ

)]
(s) =


|λ| �L

[
f
(
e–τ

)]( s
λ

)

=


|λ| �M
[
f (τ )

]( s
λ

)
, (.)

where λα < Re(s) < λβ , and λβ < Re(s) < λα, according to λ >  or λ < , respectively. �
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Example  Let λ > , c ∈ Ê ′, and γ �= ,

M
[
c� e–λtγ ]

(s) = c� λ–s/γ

|γ | � 	

(
s
γ

)
. (.)

Proposition 

M
[
(log t)n � f (t)

]
(s) =

dn

dsn
M

[
f (t)

]
(s).

Proof Let M[f (t)](s) = f̃ (s) for α < Re(s) < β . Then, by using a fuzzy Laplace transforma-
tion, we have

M
[
(log t)n � f (t)

]
(s) = L

[
f
(
e–τ

) � log
(
e–τ

)n](s) = L
[
(–τ )n � f

(
e–τ

)]
(s)

=
dn

dsn
L

[
f
(
e–τ

)]
(s) =

dn

dsn
M

[
f (t)

]
(s), (.)

where Re(s) ∈ (α,β) and n ∈ N. �

Example  For a > , c ∈ Ê ′

M
[
c� (log t)n � δ(t – a)

]
(s) = c� dn

dsn
as– = c� (loga)n � as–,

M
[
c� (log t)n � e–t](s) = c� dn

dsn
	(s)

(
 < Re(s)

)
.

(.)

Proposition 

M
[
tλ � f (t)

]
(s) = M

[
f (t)

]
(s + λ).

Proof By using the fuzzy Laplace transformation, one can obtain

M
[
tλ � f (t)

]
(s) = L

[
e–λτ � f

(
e–τ

)]
(s)

= L
[
f
(
e–τ

)]
(s + λ) = M

[
f (t)

]
(s + λ), (.)

where Re(s) ∈ (α – Re(λ),β – Re(λ)). �

Example  For a > , c ∈ Ê ′ we have

M
[
c� tλ � δ(t – a)

]
(s) = c� as+λ–,

M
[
c� tλ � e–t](s) = c� 	(s + λ)

(
– Re(λ) < Re(s)

)
.

(.)

In particular, when λ = , we have

M
[
t � f (t)

]
(s) = M

[
f (t)

]
(s + ), Re(s) ∈ (α – ,β – ).

Moreover, we can obtain the following proposition.
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Proposition 

M
[
t– � f

(
t–)](s) = M

[
f (t)

]
( – s), �(s) ∈ (

–(β – ), –(α – )
)

and

M
[
f
(


t

)]
(s) = M

[
f (t)

]
(–s), Re(s) ∈ (–β , –α).

Example 

M
[
c� e–a/t

t

]
(s) = c� as– � 	( – s), Re(s) < .

Proposition 

M
[
f ′(t)

]
(s) = –(s – ) �M

[
f (t)

]
(s – ). (.)

Proof Let M[f (t)](s) = f̃ (s) for α < Re(s) < β . By using the fuzzy Laplace transformation,

M
[
f ′(t)

]
(s) = L

[
f ′(e–t)](s) = L

[
–et �Df

(
e–t)](s)

= –L
[
Df

(
e–t)](s)|s→s–

= –s�L
[
f
(
e–t)](s)|s→s–

= –(s – ) �M
[
f (t)

]
(s – ), (.)

where α +  < Re(s) < β + . �

Moreover, we have:
() M[Dnf (t)](s) = ( – s)n � f̃ (s – n) where Re(s) ∈ (α + n,β + n),

(an) := a(a + ) · · · (a + n – ).
() M[t � f ′(t)](s) = –s�M[f (t)](s), and the strip of convergence is unchanged.
() M[(t �Df (t))n](s) = (–s)n �M[f (s)](s). For n =  it implies

M
[
t �Df (t) + t �Df (t)

]
(s) = s �M

[
f (t)

]
(s). (.)

() M[Df (t) + 
t �Df (t)](s) = (s – ) �M[f (t)](s – ) for Re(s) ∈ (α – ,β – ).

We consider the following integral operator:

I–f (t) :=
∫ t


f (τ ) dτ , I+f (t) =

∫ ∞

t
f (τ ) dτ . (.)

Proposition 

M
[
I–f (t)

]
(s) = –


s
M

[
f (t)

]
(s + ), α –  < Re(s) < min{β – , –}. (.)
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Proof

M
[
I–f (t)

]
(s) = L

[
I–f

(
e–τ

)]
(s) = L

[
I+

(
e–τ � f

(
e–τ

))]
(s)

=

s

�L
[
e–τ � f

(
e–τ

)]
(s) = –


s

�M
[
f (t)

]
(s + ) (.)

holds for α –  < Re(s) < min{β – , –}.
Similarly, we can obtain

M
[
I+f (t)

]
(s) = –


s

�M
[
f (t)

]
(s + ) (.)

for α –  < Re(s) < β – . �

Example  We have

M
[
c� e–t](s) =

(
M

[
uc � e–t](s),M

[
vc � e–t](s)

)

=
(



	

(
s


))
� c

for α =  < Re(s) < ∞ = β . Thus,

M
[
I+

(
c� e–t)](s) = –c� 

s
� 	

(
s + 



)
.

Definition  The fuzzy Mellin convolution product, denoted by f ∗ g , of a real-valued
function f (t) and a fuzzy-valued function g(t), is defined by

f (t) ∗ g(t) =
∫ ∞




τ

� f
(
t
τ

)
� g(τ ) dτ . (.)

Suppose that the real-valued function f (t) and the fuzzy-valued function g(t) are both
defined on the positive part of the real axis and that both of them have the Mellin transform
f̃ (s) and g̃(s) for α < Re(s) < β . Then we can obtain the following convolution rule.

Proposition 

M
[
f (t) ∗ g(t)

]
(s) = M

[
f (t)

]
(s) �M

[
g(t)

]
(s) (.)

for α < Re(s) < β .

Proof

M
[
f (t) ∗ g(t)

]
(s) =

∫ ∞


ts– �

∫ ∞


f
(
r
τ

)
� g(τ ) dτ dt

=
∫ ∞


ts– � f

(
t
τ

)
dt

∫ ∞




τ

� g(τ ) dτ

= M
[
f (t)

]
(s) �M

[
g(t)

]
(s). (.)
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In fact, by using the fuzzy Laplace transformation, we can also obtain

M
[
f (t) ∗ g(t)

]
(s) = L

[
f
(
e–t) � g

(
e–t)] = L

[
f
(
e–t)] �L

[
g
(
e–t)]

= M
[
f (t)

]
(s) �M

[
g(t)

]
(s). (.)

�

4 Applications
Consider the inhomogeneous fuzzy differential system (Euler’s differential equation)

{
t �D + a � t �D + a

}
U(t) = f (t), t > . (.)

By using the Mellin transform, the equation becomes

(
s – (a – )s + a

) � Ũ(s) = f̃ (s). (.)

Example  Consider the fuzzy Euler’s differential equation

{
t �D +  � t �D – 

}
U(t) = c� (

u(a – t)t–), a > , c ∈ Ê ′.

By (.), a particular solution of the system is found to be

Ũ(s) = c� as–

(s + )(s – )(s – )
=

(


as–

s – 
–


a

as–

s – 
+


a

as+

s + 

)
� c (.)

for Re(s) > . By the inverse Mellin transform, we get

U(t) =



� u(a – t) �
(
t– –


a

t– +


a t
)

� c.

Example  Consider the fuzzy Euler differential equation

{
t �D +  � t �D – 

}
U(t) = c� (

δ(x – a)
)
, a > , c ∈ Ê ′.

Using the same Mellin transform method, we have

Ũ(s) =
as–

(s + )(s – )
� c =

(
a

as–

s – 
–


a

as+

s + 

)
� c. (.)

There exist three solutions corresponding to different strips of convergence:
(i) For Re(s) < –, one can get

U(t) = c� u(t – a) �
{

t
a –

a
t

}
.

(ii) For – < Re(s) < , we obtain

U(t) = c�
{

–
tu(a – t)

a –
au(t – a)

t

}
.
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(iii) For Re(s) > , we have

U(t) = c� u(a – t) �
{

a
t –

t
a

}
.

Example  Consider the following abstract integral equation:

∫ ∞


κ(tτ ) �U(τ ) dτ = ψ(t), x > 

with a real-valued function κ(t) and a given fuzzy-valued function ψ(t).

By using the fuzzy Mellin transform and the convolution rule, we have

U(t) = M–[ϕ̃(s) � ψ̃( – s)
]
(t) =

∫ ∞


ϕ(tτ ) � f (τ ) dτ ,

where ϕ̃(s) = /κ̃( – s).

Example  Consider the following fuzzy partial differential equation:

(
Dα

+U(·, y)
)
(x) = –

d
dy

U(x, y)
(
x, y ∈R

+)
(.)

with initial valued condition U(x, ) = f (x) ∈ Ê ′, x > . The operator Dα
+ is defined by

(
Dα

+U(·, y)
)
(x) =

(
x

d
dx

)[


	( – α)
�

∫ x



(
log

x
u

)–α

�U(·, y) du
]

, α ∈ (, ). (.)

Assume that there is a given function K(x) such that, for every x, y > ,

∣∣∣∣
∂

∂y
U(x, y)

∣∣∣∣ ≤K(x),

where K(x) has a Mellin transform.

By the property of the Mellin transform, the equation can be transformed into a first
order ordinary fuzzy differential equation

(–v – it)α �M
[
U(·, y)

]
(v + it) = –

∂

∂y
M

[
U(·, y)

]
(v + it) (s = v + it), (.)

which has the solution

M
[
U(·, y)

]
(v + it) = A(v + it) � e–(–v–it)αy, (.)

where A(v + it) = M[f ](v + it).
By using the convolution formula, the solution of the fuzzy differential equation is given

by

U(x, y) =
∫ ∞


f (t) �G

(
x
t

, y
)

� dt
t

, x, y > , (.)
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where the function

G(x, y) =


π

∫ +∞

–∞
e–(–v–it)αx–v–it dt.
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