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Abstract
This paper is concerned with the problem of adaptive fuzzy control for a class of
uncertain nonlinear strict-feedback systems. The considered systems contain
uncertain state delay and input delay simultaneously. By utilizing the mean value
theorem, the unknown time-delayed functions related to all state variables are dealt
with. A novel adaptive filter is designed to eliminate the effect of the time-varying
input delay. Based on the backstepping technique, a delay-lower-bound-based
adaptive fuzzy memory control scheme is developed. It is proved that the proposed
adaptive memory control method can guarantee that all the signals in the
closed-loop system are bounded and the tracking error converges to a small
neighborhood of the origin. A simulation example is given to demonstrate the
effectiveness of the proposed control scheme.

Keywords: adaptive fuzzy memory control; nonlinear strict-feedback systems; mean
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1 Introduction
Over the past decades, adaptive control has become a mature and well-established re-
search area within control systems society. Especially, the adaptive backstepping con-
trol technique as a powerful tool has received attractive attention for controlling strict-
feedback nonlinear systems. This technique has a number of advantages over the con-
ventional approaches, such as dealing with those nonlinear systems without satisfying the
matching condition, providing a promising way to improve the transient performance of
adaptive systems by tuning the design parameters. Recently, various considerable and sig-
nificant results on adaptive backstepping control for nonlinear systems have been reported
in [–], and the references therein. Among them, [, –] investigated the adaptive back-
stepping control technique for single-input and single-out (SISO) nonlinear systems, [,
] studied for multiple-input and multiple-output (MIMO) nonlinear systems. Recently,
approximation-based adaptive fuzzy control has been developed to deal with the con-
trol problem of nonlinear systems with unknown nonlinear functions [–]. Reference
[] tried to consider a class of stochastic pure-feedback nonlinear systems with unknown
hysteresis by utilizing adaptive fuzzy control method. Reference [] developed a fuzzy
adaptive control approach for nonlinear systems with unknown control gain sign. The

© 2016 Song et al. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

http://dx.doi.org/10.1186/s13662-016-0975-3
http://crossmark.crossref.org/dialog/?doi=10.1186/s13662-016-0975-3&domain=pdf
mailto:songsn@126.com


Song et al. Advances in Difference Equations  (2016) 2016:261 Page 2 of 21

backstepping control technique has become one of the most popular design methods for
a large class of nonlinear systems. In [–], the adaptive fuzzy backstepping control
method is applied to deal with switched nonlinear systems. Although the backstepping-
based adaptive technique has been used widely and developed extensively, there exists the
issue of ‘explosion of complexity’ in the design process. In order to avoid the problem, dy-
namic surface control (DSC) technique was first introduced in []. The DSC technique
was utilized to eliminate the problem of explosion of complexity by introducing a first-
order filter at each step of the traditional backstepping approach [, ]. Among them,
[] investigated adaptive dynamic surface control method for nonlinear systems with an
unknown dead zone in pure feedback form. Reference [] proposed adaptive fuzzy back-
stepping dynamic surface control for uncertain nonlinear systems based on filters. More
recently, the DSC approach has been further developed in [, ].

Time delays are often found in various engineering systems, such as electrical networks,
microwave oscillators, nuclear reactors, etc. It is well known that time delays may destroy
the stability or affect the performance of control systems. Therefore, the investigation
of the stability and control design of nonlinear time-delay systems is a challenging and
meaningful issue, and has received a great deal of attention in the control community
in recent years. In order to deal with the stability analysis and controller design for time-
delay systems, the common methods for nonlinear systems are to construct the Lyapunov-
Razumikhin functions [, ] or appropriate Lyapunov-Krasovskii functionals [–].
In [], the adaptive robust tracking control problem is considered for an Euler-Lagrange
system possessing second-order dynamics. In [], an adaptive fuzzy predictive sliding
mode control is presented for nonlinear systems with uncertain dynamics and unknown
input delay. In [], the robust control problem is investigated for a class of uncertain
T-S fuzzy systems. Then to improve the transient performance of adaptive systems by
tuning the design parameters, by further combining appropriately Lyapunov-Krasovskii
functionals with adaptive backstepping technique, adaptive control method is developed
for uncertain nonlinear strict-feedback systems with time delays [–]. Reference []
has developed an observer-based adaptive fuzzy control scheme for a class of nonlinear
time-delay systems, and [] tried to solve the time-delay problem in face of a class of per-
turbed strict-feedback nonlinear systems. Among them, the main idea is to develop the
adaptive memoryless controllers, which utilizes appropriately Lyapunov-Krasovskii func-
tionals to compensate for the unknown time-delay terms []. Although much progress
has been made for the time-delay systems in the adaptive control field, some challenging
difficulties still remain. The main difficulties lie in two folds: First, how to develop adap-
tive backstepping control scheme for nonlinear strict-feedback systems with time delays
by relaxing the restrictions of the time-delayed functions with all state variables. Second,
how to design adaptive memory-reliable controller with less conservative for a class of
nonlinear delay systems.

In the last several years, for the study of stabilization of time-delay systems, both con-
trollers with or without memory were proposed; see [–]. The memoryless controllers
have feedback of the current state only, and they are designed to guarantee the delay-
independent stability of the closed-loop systems. Although the memoryless controllers
[, ] are easy to implement, they tend to be conservative. In contrast, the memory con-
trollers have a feedback including not only the current states but also the past ones. Hence,
it is obvious that the memory controller is less conservative and may achieve a better per-
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formance than the memoryless case [, ]. Nevertheless, the memory control schemes
are only developed for linear time-delay systems [, ]. To the best of our knowledge,
there are few results for the case where an adaptive fuzzy memory controller is designed
for uncertain nonlinear strict-feedback systems with state and input delays.

Motivated by the aforementioned observations, in this paper, the problem of adaptive
fuzzy memory control is investigated for a class of uncertain nonlinear strict-feedback
systems with state and input delays. Fuzzy logic systems are utilized to approximate the
unknown nonlinear functions, and hyperbolic tangent function is introduced to avoid the
controller singularity problem. Compared with the existing work, the main advantages of
the proposed control scheme are as follows: (i) By using the mean value theorem, delay-
lower-bound states are separated from delayed state functions. Based on delay-lower-
bound states, a novel adaptive fuzzy memory controller is developed. In contrast with the
previous memoryless control approach [, –], by exploiting the history information
of states, therefore, the proposed controller is prone to be less conservative. (ii) Time-
varying input delay is considered in this paper. By constructing a novel adaptive filter, the
effects from input delay are compensated. Note that in existing results [–], the con-
sidered delayed input is always time-invariant. Hence the considered systems in this paper
are more general and more practical.

Utilizing the mean value theorem, the unknown time-delayed functions related to all
state variables are dealt with. A novel adaptive filter is constructed to eliminate the effect
of time-varying input delay. For the analysis of stability, a priori knowledge of the bound
on the control is put forward. Fuzzy logic systems are utilized to approximate the unknown
nonlinear functions, and hyperbolic tangent function is introduced to avoid the controller
singularity problem. Combining an adaptive control methodology with the backstepping
technique, a delay-lower-bound-based adaptive fuzzy memory controller by considering
the history information of states is designed. Finally, the proposed adaptive control scheme
can guarantee that all the signals in the closed-loop system are bounded and the tracking
error converges to a small neighborhood of the origin.

The paper is organized as follows. In Section , some preliminaries are presented and
the problem is formulated. Adaptive fuzzy memory control design and stability analysis
are given in Section . A simulation study for a practical example verifies the main results
in Section . Finally, we conclude this paper in Section .

2 Preliminaries and problem statement
2.1 System description
Consider a class of uncertain nonlinear strict-feedback systems with state and input delays
in the following form:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ = x + f(x) + h(x(t – τ)),
ẋi = xi+ + fi(xi) + hi(xi(t – τi)), i = , . . . , n – ,
ẋn = u(t – τ(t)) + fn(xn) + hn(xn(t – τn)),
y = x,

()

where x = xn = [x, . . . , xn]T ∈ Rn and y ∈ R are state vectors and the control output,
respectively. u(t – τ(t)) ∈ R is the control input, τ(t) is the time-varying input delay.
xi = [x, . . . , xi]T ∈ Ri (i = , . . . , n). xi(t – τi) = [x(t – τ), x(t – τ), . . . , xi(t – τi)]T ∈ Ri are
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the delayed state vectors, τi are unknown delays. fi(·) : Ri → R are the unknown smooth
nonlinear functions, and hi(·) : Ri → R are the unknown smooth nonlinear time-delay
functions satisfying hi() = . Here states are assumed to be measurable because this pa-
per focuses on uncertain time delays in state and input.

The control objective presented in this paper will design an adaptive fuzzy memory
controller to guarantee that all the signals in the closed-loop system are bounded and
the tracking error converges to a small neighborhood of the origin.

To facilitate the control system design, the following assumptions are proposed.

Assumption  Assume that τi (i = , . . . , n) are unknowns that satisfy

 < τm ≤ τi ≤ τM, ()

where τm and τM are constants. τm is the lower bound of the delay and τM is the upper
bound.

Assumption  The input delay satisfies the following restrictions:

τ(t) = τ + τ (t), ()

where |τ (t)| < ς , τ(t) > , τ > . τ is a known constant and ς is an unknown small con-
stant.

Assumption  The desired reference signal yr and its derivatives ẏr , ÿr are bounded, i.e.,
there exists a compact set Y = {(yr , ẏr , ÿr) : y

r + ẏ
r + ÿ

r ≤ YR}, where YR is a positive constant.

Assumption  [] Assume that a priori knowledge of the bound on the control is pro-
posed and the finite integral of past control values is bounded by a known constant, i.e.,
∫ t

t–τ
u(s) ds ≤ u.

Since hi (i = , . . . , n) are sufficiently smooth functions, one can obtain by using the mean
value theorem

hi
(
xi(t – τi)

)
= hi

(
xi(t – τm)

)
+ Ni

[
xi(t – τi) – xi(t – τm)

]
, ()

where Ni = ∂hi
∂xi

(xi ∈ �(X)) is unknown constant matrix and satisfies ‖Ni‖ ≤ Li, in which
Li is a well-known positive constant and �(X) is a compact set. ‖ · ‖ denotes the -norm
of a vector. Thus, the system () can be rewritten as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ = x + f(x) + h(x(t – τm)) + N[x(t – τ) – x(t – τm)],
ẋi = xi+ + fi(xi) + hi(xi(t – τm)) + Ni[xi(t – τi) – xi(t – τm)],  = , . . . , n – ,
ẋn = u(t – τ(t)) + fn(xn) + hn(xn(t – τm)) + Nn[xn(t – τn) – xn(t – τm)],
y = x.

()

2.2 Fuzzy logic systems
Due to the uncertainty of the considered system, the fuzzy logic system (FLS) is intro-
duced. Construct a fuzzy logic system with the following form of If-then rules:

Ri: If x is Fi
 and x is Fi

 and . . . and xn is Fi
q, then y is Bi, i = , , . . . , ι,
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where x = [x, . . . , xn]T and y are the fuzzy logic system input and output, respectively. The
fuzzy sets Fi

j and Bi, associated with the fuzzy functions μFi
j
(xj) and μBi (y), respectively.

ι is the rules number. Through the singleton function, the center average defuzzification
and product inference [], the FLS can be formulated as

y
(
x(t)

)
=

∑ι
i= yi

∏q
j= μFi

j
(xj)

∑ι
i=(

∏q
j= μFi

j
(xj))

, ()

where yi = maxy∈R μBi (y).

Let ϕi =
∏q

j= μFi
j
(xj)

∑ι
i=(

∏q
j= μFi

j
(xj))

, and denote θ = [y, y, . . . , yι]T = [θ, θ, . . . , θι]T and ϕT (x) =

[ϕ(x), . . . ,ϕι(x)], then FLS () can be rewritten as y(x) = θTϕ(x).

Lemma  [] Let f (x) be a continuous function defined on a compact set 	. Then for any
constant ε > , there exists an FLS such as

sup
x∈	

∣
∣f (x) – θTϕ(x)

∣
∣ ≤ ε. ()

By Lemma , fuzzy logic systems are universal approximators, i.e., the y can approximate
any smooth function on a compact set, thus we can assume that the nonlinear terms and
the time-delay terms in () can be approximated by

f̂i(xi|θi) = θT
i ϕi(xi), ĥi(xτm |θi) = θT

i ϕi(xτm ), i = , . . . , n, ()

where xτm denotes x(t – τm).
Also the fuzzy minimum approximation errors εi and δi are defined as εi = fi(xi) –

f̂i(xi|θfi), δi = hi(xτi
) – ĥi(xτi

|θhi),  ≤ i ≤ n, where εi satisfies |εi| ≤ ε∗
i , and ε∗

i is an unknown
constant and δi satisfies |δi| ≤ δ∗

i , and δ∗
i is an unknown constant.

The system () can be rewritten as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = x + θT
f ϕ(x) + ε + θT

hϕ(x(t – τm)) + δ + N[x(t – τ) – x(t – τm)],
ẋi = xi+ + θT

fi ϕi(xi) + εi + θT
hiϕi(xi(t – τm)) + δi + Ni[xi(t – τi) – xi(t – τm)],

i = , . . . , n – ,
ẋn = u(t – τ(t)) + θT

fnϕn(xn) + εn + θT
hnϕn(xn(t – τm)) + δn

+ Nn[xn(t – τn) – xn(t – τm)],
y = x.

()

2.3 Adaptive filter design
Construct a filter with adaptive parameter

φ̇ = Aφ + Ky + 
̂f + 
̂h + Enu(t – τ ), ()

where

φ = [φ, . . . ,φn]T , A =

⎡

⎢
⎢
⎣

–k
... In–

–kn · · · 

⎤

⎥
⎥
⎦ , K = [k, . . . , kn]T ,
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̂f =
[
θ̂T

f ϕ(x), . . . , θ̂T
fnϕn(xn)

]T , 
̂h =
[
θ̂T

hϕ(xτ ), . . . , θ̂T
hnϕn(xτn )

]T ,

and

En = [, , . . . , ]T .

A is a Hurwitz matrix. θ̂fi is the estimate of θfi , θ̂hi is the estimate of θhi . Thus, for any a given
QT = Q > , there exists a positive definite matrix PT = P >  such that AT P + PA = –Q.
Define x = φ + e, where e = [e, . . . , en] is the filtered tracking error and satisfies |e| ≤ e∗.

Remark  Several results have been developed for input-delayed nonlinear systems with
exact time-delayed knowledge [, ], but few results examine the time-varying input de-
lay problem for uncertain nonlinear systems. The considered system in this paper is with
time-varying input delay. The adaptive filter is designed with exact time-delayed knowl-
edge, regardless of the effect of the time-varying input delay.

3 Control design and stability analysis
3.1 Adaptive fuzzy memory control design
In this section, an adaptive fuzzy memory control scheme is designed by combining the
backstepping method with the DSC technique, which can guarantee that all the signals in
the closed-loop system are bounded and the tracking error is as small as desired.

First of all, the changes of the coordinates are designed as follows:

S = y – yr ,

Si = xi – xid, χi = xid – αi–, i = , . . . , n – , ()

Sn = φn – xnd +
∫ t

t–τ

u(s) ds, χn = xnd – αn–,

where Si is called error surface; xid is a state variable, which can be obtained through a
first-order filter on the intermediate control function αi– and χi is called the output error
of the first-order filter. Define the first-order filter as ρiẋid + xid = αi–, xid() = αi–(),
i = , . . . , n.

Step : Consider the Lyapunov function candidate

V =



S
 +


γf 

θ̃T
f θ̃f  +


γh

θ̃T
hθ̃h + V , ()

where γf , γh are positive design constants, θ̃f  = θf  – θ̂f , θ̃h = θh – θ̂h and V  will be
given later. The time derivative of V is

V̇ = SṠ –


γf 
θ̃T

f 
˙̂
θf  –


γh

θ̃T
h

˙̂
θh + V̇ 

= S[ẋ – ẏr] –


γf 
θ̃T

f 
˙̂
θf  –


γh

θ̃T
h

˙̂
θh + V̇ 

= S
[
x + θT

f ϕ(x) + ε + θT
hϕ

(
x(t – τm)

)
+ δ

+ N
(
x(t – τ) – x(t – τm)

)
– ẏr

]
–


γf 

θ̃T
f 

˙̂
θf  –


γh

θ̃T
h

˙̂
θh + V̇ 
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= S
[
S + χ + α + θT

f ϕ(x) + ε + θT
hϕ

(
x(t – τm)

)

+ δ + N
[
x(t – τ) – x(t – τm)

]
– ẏr

]
–


γf 

θ̃T
f 

˙̂
θf  –


γh

θ̃T
h

˙̂
θh + V̇ . ()

By using the Young inequality and the properties of norms, it follows that

Sε + Sδ ≤ S
 +



ε∗

 +


δ∗

 ,

SN
(
x(t – τ) – x(t – τm)

)

≤ 


S
 +



‖N‖∥∥x(t – τ) – x(t – τm)

∥
∥,

≤ 


S
 + L


[
x

 (t – τ) + x
 (t – τm)

]
.

()

Choosing the nonnegative function as

V  = er(τM–t)L


[∫ t

t–τ

ersx
 (s) ds +

∫ t

t–τm

ersx
 (s) ds

]

. ()

The time derivative of V  is

V̇  ≤ –rV  + erτM L
 x

 (t) – L

[
x

 (t – τ) + x
 (t – τm)

]
. ()

By substituting (), () into (), one can obtain

V̇ ≤ S

[

S + χ + α + θ̂T
f ϕ(x) + θ̂T

hϕ
(
x(t – τm)

)
– ẏr +

H

S

]

+



S
 +



ε



+


δ

 – rV  +


γf 
θ̃T

f 
[
γf ϕ(x)S – ˙̂

θf 
]

+


γh
θ̃T

h
[
γhϕ

(
x(t – τm)

)
S – ˙̂

θh
]
, ()

where H = erτM L
 x

 (t).

Remark  Note that H/S is discontinuous at S = . Based on the property of the hyper-
bolic tangent function, i.e., limS→

tanh(S/ε)
S

= , the function tanh(S/ε) is introduced to
compensate for the singularity problem.

Design the intermediate control function α as follows:

α = –cS – θ̂T
f ϕ(x) – θ̂T

hϕ
(
x(t – τm)

)
+ ẏr –

H

S
tanh

(
S

ε

)

. ()

Choose the adaptive laws as follows:

˙̂
θf  = γf ϕ(x)S – σf θ̂f , ˙̂

θh = γhϕ
(
x(t – τm)

)
S – σhθ̂h. ()
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Substituting () and () into (), it follows that

V̇ ≤ –
[

c –



]

S
 + S[S + χ] +

σf 

γf 
θ̃T

f θ̂f  +
σh

γh
θ̃T

hθ̂h – rV  + λ

+ H

[

 –  tanh
(

S

ε

)]

, ()

where λ = 
ε∗

 + 
δ∗

 .
Step i ( ≤ i ≤ n – ): Consider the Lyapunov function candidate

Vi =



S
i +


γfi

θ̃T
fi θ̃fi +


γhi

θ̃T
hi θ̃hi +



χ

i + V i, ()

where γfi, γhi are positive design constants, θ̃fi = θfi – θ̂fi, θ̃hi = θhi – θ̂hi, and V i will be given
later. The time derivative of Vi is

V̇i = SiṠi –

γfi

θ̃T
fi

˙̂
θfi –


γhi

θ̃T
hi

˙̂
θhi + χiχ̇i + V̇ i

= Si
[
Si+ + χi+ + αi + θT

fi ϕi(xi) + θT
hiϕi

(
xi(t – τm)

)
+ εi + δi

+ Ni
(
xi(t – τi) – xi(t – τm)

)
– ẋid

]
–


γfi

θ̃T
fi

˙̂
θfi –


γhi

θ̃T
hi

˙̂
θhi + χiχ̇i + V̇ i. ()

By using the Young inequality and the properties of norms, it follows that

Siεi + Siδi ≤ S
i +



ε∗

i +


δ∗

i ,

SiNi
(
xi(t – τi) – xi(t – τm)

)

≤ 


S
i +



‖Ni‖∥∥xi(t – τi) – xi(t – τm)

∥
∥

≤ 


S
i + L

i �
i
l=

[
x

l (t – τl) + x
l (t – τm)

]
.

()

Choose the nonnegative function

V i = eri(τM–t)L
i

i∑

l=

[∫ t

t–τl

erlsx
l (s) ds +

∫ t

t–τm

erlsx
l (s) ds

]

. ()

The time derivative of V i is

V̇ i ≤ –riV i + eriτM L
i

i∑

l=

x
l (t) – L

i

i∑

l=

[
x

l (t – τl) + x
l (t – τm)

]
. ()

Choose the intermediate control function αi and the adaptive laws as follows:

αi = –ciSi – θ̂T
fi ϕi(xi) – θ̂T

hiϕi
(
xi(t – τm)

)
+ ẋid –

Hi

Si
tanh

(
Si

εi

)

– Si–, ()

˙̂
θfi = γfiϕi(xi)Si – σfiθ̂fi, ˙̂

θhi = γhiϕi
(
xi(t – τm)

)
Si – σhiθ̂hi, ()
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where Hi = eriτM L
i
∑i

l= x
l (t). Substituting (), ()-() into (), it follows that

V̇i ≤ –
[

ci –



]

S
i + SiSi+ + Siχi+ +

σfi

γfi
θ̃T

fi θ̂fi +
σhi

γhi
θ̃T

hi θ̂hi – riV i + λi

+ Hi

[

 –  tanh
(

Si

εi

)]

+ χiχ̇i, ()

where λi = 
ε∗

i + 
δ∗

i .
Step n – : Consider the Lyapunov function candidate

Vn– =



S
n– +


γfn–

θ̃T
fn– θ̃fn– +


γhn–

θ̃T
hn– θ̃hn– +



χ

n– + V n–, ()

where γfn– , γhn– are positive design constants, θ̃fn– = θfn– – θ̂fn– , θ̃hn– = θhn– – θ̂hn– , and
V n– will be given later. The time derivative of Vn– is

V̇n– = Sn–Ṡn– –


γfn–
θ̃T

fn–
˙̂
θfn– –


γhn–

θ̃T
hn–

˙̂
θhn– + χn–χ̇n– + V̇ n–

= Sn–
[
φn + en + θT

fn–ϕn–(xn–) + θT
hn–ϕn–

(
xn–(t – τm)

)
+ εn–

+ δn– – ẋn–d + Nn–
(
xn–(t – τn–) – xn–(t – τm)

)]
–


γfn–

θ̃T
fn–

˙̂
θfn–

–


γhn–
θ̃T

hn–
˙̂
θhn– + χn–χ̇n– + V̇ n–

= Sn–

[

Sn + χn + αn– –
∫ t

t–τ

u(s) ds + en + θT
fn–ϕn–(xn–)

+ θT
hn–ϕn–

(
xn–(t – τm)

)
+ εn– + δn– – ẋn–d + Nn–

(
xn–(t – τn–)

– xn–(t – τm)
)
]

–


γfn–
θ̃T

fn–
˙̂
θfn– –


γhn–

θ̃T
hn–

˙̂
θhn–

+ χn–χ̇n– + V̇ n–. ()

By using the Young inequality, the properties of the norms and Assumption , it follows
that

Sn–

[

–
∫ t

t–τ

u(s) ds + en + εn– + δn–

]

≤ S
n– +




u
 +




e∗
n +



ε∗

n– +


δ∗

n–,

Sn–Nn–
(
xn–(t – τn–) – xn–(t – τm)

)

≤ 


S
n– +



‖Nn–‖∥∥xn–(t – τn–) – xn–(t – τm)

∥
∥

≤ 


S
n– + L

n–�
n–
l=

[
x

l (t – τl) + x
l (t – τm)

]
.

()

Remark  For the design of control and the analysis of the performance, it is always in-
dispensable that a priori knowledge is introduced; see [, ]. Reference [] tried to
introduce a priori knowledge for the design of saturated control for an uncertain nonlin-
ear system with input delay. A priori known tracking accuracy is proposed for the design
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of fuzzy-approximation-based global adaptive control in []. In this paper, for the a pri-
ori knowledge of the bound on the control one is required to develop an adaptive control
methodology.

Choosing the nonnegative function

V n– = ern–(τM–t)L
n–

n–∑

l=

[∫ t

t–τl

erlsx
l (s) ds +

∫ t

t–τm

erlsx
l (s) ds

]

. ()

The time derivative of V n– is

V̇ n– ≤ –rn–V n– + ern–τM L
n–

n–∑

l=

x
l (t) – L

n–

n–∑

l=

[
x

l (t – τl) + x
l (t – τm)

]
. ()

Design the intermediate control function αn– as follows:

αn– = –cn–Sn– – θ̂T
fn–ϕn–(xn–) – θ̂T

hn–ϕn–
(
xn–(t – τn–)

)
+ ẋn–d

–
Hn–

Sn–
tanh

(
Sn–

εn–

)

– Sn– –



Sn–. ()

Choose the adaptive laws as follows:

˙̂
θfn– = γfn–ϕn–(xn–)Sn– – σfn– θ̂fn– ,

˙̂
θhn– = γhn–ϕn–

(
xn–(t – τn–)

)
Sn– – σhn– θ̂hn– .

()

Substituting (), ()-() into (), it follows that

V̇n– ≤ –
[

cn– –



]

S
n– + Sn–Sn + Sn–χn +

σfn–

γfn–
θ̃T

fn– θ̂fn–

+
σhn–

γhn–
θ̃T

hn– θ̂hn– – rn–V n– + λn–

+ Hn–

[

 –  tanh
(

Sn–

εn–

)]

+ χn–χ̇n–, ()

where Hn– = ern–τM L
n–

∑n–
l= x

l (t), λn– = 
 u

 + 
 e∗

n + 
ε∗

n– + 
δ∗

n–.
Step n: Consider the Lyapunov functional candidate

Vn =



S
n +


γfn

θ̃T
fn θ̃fn +


γhn

θ̃T
hn θ̃hn +



χ

n , ()

where γfn, γhn are positive design constants, θ̃fn = θfn – θ̂fn, θ̃hn = θhn – θ̂hn. The time deriva-
tive of Vn is

V̇n = SnṠn –


γfn
θ̃T

fn
˙̂
θfn –


γhn

θ̃T
hn

˙̂
θhn + χnχ̇n

= Sn
[
φ̇n – ẋnd + u(t) – u(t – τ )

]
–


γfn

θ̃T
fn

˙̂
θfn –


γhn

θ̃T
hn

˙̂
θhn + χnχ̇n
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= Sn
[
–knφ + knx + u(t – τ ) + θ̂T

fn ϕn(xn) + θ̂T
hnϕn

(
xn(t – τm)

)
– ẋnd + u(t)

– u(t – τ )
]

+ Snθ̃
T
fn ϕn(xn) + Snθ̃

T
hnϕn

(
xn(t – τm)

)
– Snθ̃

T
fn ϕn(xn)

– Snθ̃
T
hnϕn

(
xn(t – τm)

)
–


γfn

θ̃T
fn

˙̂
θfn –


γhn

θ̃T
hn

˙̂
θhn + χnχ̇n. ()

Take the actual control u as follows:

u(t) = –cnSn + knφ – knx – θ̂T
fnϕn(xn) – θ̂T

hnϕn
(
xn(t – τm)

)
+ ẋnd – Sn–. ()

The adaptive laws are designed as

˙̂
θfn = γfnϕn(xn)Sn – σfnθ̂fn, ˙̂

θhn = γhnϕn
(
xn(t – τm)

)
Sn – σhnθ̂hn. ()

By using the Young inequality, it follows that

–Snθ̃
T
fn ϕn(xn) – Snθ̃

T
hnϕn

(
xn(t – τm)

) ≤ S
n +



θ̃T

fn θ̃fn +


θ̃T

hn θ̃hn . ()

By substituting ()-() into (), one can obtain

V̇n ≤ –[cn – ]S
n +

σfn

γfn
θ̃T

fn θ̂fn +
σhn

γhn
θ̃T

hn θ̂hn +


θ̃T

fn θ̃fn +


θ̃T

hn θ̃hn + χnχ̇n. ()

3.2 Stability analysis
Take the Lyapunov function for a stability analysis in the form of V =

∑n
i= Vi and its time

derivative as

V̇ = V̇ +
n–∑

i=

V̇i + V̇n– + V̇n

≤ –
n∑

i=

[

ci –



]

S
i +

n–∑

i=

Siχi+ +


θ̃T

fn θ̃fn +


θ̃T

hnθ̃hn +
n∑

i=

[
σfi

γfi
θ̃T

fi θ̂fi +
σhi

γhi
θ̃T

hi θ̂hi

]

+
n∑

i=

χiχ̇i –
n–∑

i=

[riV i – λi] +
n–∑

i=

Hi

[

 –  tanh
(

Si

εi

)]

. ()

By the definitions of χi (i = , . . . , n) and the first-order filters [], it yields

χ̇i = –
χi

ρi
– α̇i–. ()

From the definition and the boundedness of αi, one can obtain |α̇i| ≤ �i(S, . . . , Si, θ̃f ,
. . . , θ̃fi, yr , ẏr , ÿr , θ̃h, . . . , θ̃hi,χ, . . . ,χi), where �i (i = , . . . , n – ) are nonnegative continuous
functions.

Given any ψ , the set C = {(S, . . . , Si, θ̃f , . . . , θ̃fi, yr , ẏr , ÿr , θ̃h, . . . , θ̃hi,χ, . . . ,χi)T : V < ψ} is
a compact set. Based on the compact set C and the compact set Y in Assumption , the
continuous function �i has a maximum Bi on C × Y . It is easy to see that

χ̇i ≤ –
χi

ρi
+ Bi–. ()



Song et al. Advances in Difference Equations  (2016) 2016:261 Page 12 of 21

Based on Young’s inequality, it follows that

Siχi+ ≤ 


S
i +



χ

i+, χiBi– ≤ χ
i B

i–
πi

+
πi


,

θ̃T
fi θ̂fi = θ̃T

fi θfi – θ̃T
fi θ̃fi ≤ –



θ̃T

fi θ̃fi +


θT

fi θfi, θ̃T
hi θ̂hi ≤ –



θ̃T

hi θ̃hi +


θT

hiθhi.
()

By substituting (), () into (), one can obtain

V̇ ≤ –
n∑

i=

[ci – ]S
i –

n∑

i=

[
σfi

γfi
–




]

θ̃T
fi θ̃fi –

n∑

i=

[
σhi

γhi
–




]

θ̃T
hi θ̃hi

–
n∑

i=

[

ρi

–
B

i–
πi

–



]

χ
i –

n–∑

i=

riV i + λ +
n–∑

i=

Hi

[

 –  tanh
(

Si

εi

)]

, ()

where λ =
∑n–

i= [λi + πi
 ] +

∑n
i=[ σfi

γfi
θT

fi θfi + σhi
γhi

θT
hiθhi].

From (), one can obtain

V̇ ≤ –cV + λ +
n–∑

i=

Hi

[

 –  tanh
(

Si

εi

)]

, ()

where c = min{[ci – ], γfi[ σfi
γfi

– 
 ], γhi[ σhi

γhi
– 

 ], [ 
ρi

– B
i–

πi
– 

 ], ri}.
For the proof of Theorem , the following lemma is introduced.

Lemma  For  ≤ j ≤ n – , consider the set Gε by Gε = {Sj||Sj| < .εj}. Then, for Sj /∈
Gεj , the inequality  –  tanh(Sj/εj) <  is satisfied.

Proof By following the same line as in the stability analysis of [], it can be shown that
all the signals in the closed-loop systems are bounded, and the steady-state error can be
made arbitrarily small. �

From the above design procedures and analysis, the following theorem is deduced.

Theorem  Consider the system () consisting of the adaptive laws (), (), (), (), the
virtual control (), (), (), and the actual controller (). Under Assumptions -, by
using the above design procedures, for the bounded initial conditions, the boundedness of
all the signals in the closed-loop system can be guaranteed by the proposed control scheme
and the tracking error can converge to a small neighborhood of the origin.

4 Simulation example
Example  (Numerical examples) Consider the following uncertain nonlinear strict-
feedback systems with state and input delays:

{
ẋ = x + f(x) + h(x(t – τ)),
ẋ = u(t – τ(t)) + f(x) + h(x(t – τ)),

where x, x are the state variables, and y = x is the system’s output. The time delays are
selected as τ =  s, τ =  s and τ(t) = . + . sin(t). In order to illustrate the effective-



Song et al. Advances in Difference Equations  (2016) 2016:261 Page 13 of 21

ness of the method in the presence of different uncertainties, two cases of the system will
be considered.

Case : f(x) = .xe–.x
 cos(x).xe–.x

 cos(x), f(x) = x sin 
+x


, h(x(t – τ)) =

x
 (t–τ)

+x
 (t–τ) , h(x(t – τ)) = x

(t–τ) sin(x)
+x

(t–τ) .
Case : f(x) = .x, f(x) = . sin(x) + . cos(t), h(x(t – τ)) = .x(t – τ), h(x(t –

τ)) = .x
 (t – τ).

The given reference tracking signal is yr = sin(t). Choose the fuzzy membership func-
tions as

μFl
i
(xi) = exp

[

–
(xi –  + l)



]

, l = , , , , .

Define the fuzzy basis functions as

ϕ,l(x) =
μFl



�
k=μFk



, ϕ,l(x, x) =
μFl


μFl



�
k=μFl


μFk



, l = , , , , .

We can construct intermediate control function α as follows:

α = –cS – θ̂T
f ϕ(x) – θ̂T

hϕ
(
x(t – τm)

)
+ ẏr –

H

S
tanh

(
S

ε

)

,

the actual control u as follows:

u(t) = –cS + kφ – kx – θ̂T
f ϕ(x) – θ̂T

hϕ
(
x(t – τm)

)
+ ẋd – S,

and the adaptive laws as follows:

˙̂
θf  = γf ϕ(x)S – σf θ̂f , ˙̂

θh = γhϕ
(
x(t – τm)

)
S – σhθ̂h,

˙̂
θf  = γf ϕ(x)S – σf θ̂f , ˙̂

θh = γhϕ
(
x(t – τm)

)
S – σhθ̂h.

The initial conditions of states are chosen as x() = . and x() = ., and the others
initial values are chosen as zeros. Choose τm =  s, τM =  s.

The simulation results are shown in Figures -.
Figure  shows the response trajectories of the control output y (state variable x) and

the desired reference tracking signal yr . As can be seen, the control output y can track the
reference signal yr satisfactorily in the presence of different uncertainties.

To illustrate the merits of the proposed method, some simulation results are given for the
adaptive memoryless control scheme in []. The control input signals u with our control
and the method in [] are shown in Figure  and the energy of the control inputs u are
shown in Figure . Figures  and  show the trajectories of the tracking error S and the
trajectory of the energy of the tracking error S, respectively. It is obvious that the tracking
error converges to a small neighborhood of the origin, and our proposed memory control
methodology does achieve a better performance and requires less control energy than the
method in [].

To further illustrate the effective of the proposed method, some simulation results are
given without considering the compensation for the time-varying input delay. Figures 
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Figure 1 The trajectories of y and yr .

Figure 2 The trajectory of control u.

and  show the trajectory of the tracking error S and control u without compensating the
input delay, respectively. Obviously, the input delay can make the systems unstable.

Example  (Practical example) Consider the following practical example of a two-stage
version of the reactors which are isothermal continuous stirred tanks reactors (CSTR)
with delayed recycle streams [, ]. Assume that the state delays are bounded and the
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Figure 3 The trajectories of the energy of u.

Figure 4 The trajectory of S1.

input delay is time-varying, and the output is y = x. The system balance equation is

ẋ(t) = –




x(t) – ηx(t) +

 – R

V
x(t) + h

(
x(t – τ)

)
,

ẋ(t) = –




x(t) – ηx(t) +

R

V
x(t – τ) +

F

V
u
(
t – τ(t)

)
+ h

(
x(t – τ)

)
,
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Figure 5 The trajectories of the energy of S1.

Figure 6 The trajectory of S1 without compensating input delay.

where x(t) and x(t) are the compositions, 
i are the reactor residence times, ηi are the
reaction constants, F is the feed rate, Ri are the recycle flow rates and Vi are reactor
volumes, the functions hi(t) are uncertain nonlinear functions with time delay. The pa-
rameters are taken from []: 
i = , ηi = ., Ri = ., Vi = ., F = ., the nonlinear
time-delay functions are selected as h = . sin tx

 (t – τ), h = . sin tx
 (t – τ) with τ, τ

being unknown time delays. The input delay is considered as τ(t) = . + . sin(t). The
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Figure 7 The trajectories of u without compensating input delay.

Figure 8 The trajectory of the control u.

given reference tracking signal is yr = sin(t). We set the control parameters k = , k = ,
ρ = ., c = ., c = , γf  = γf  = γh = γh = , σf  = σf  = σh = σh = , ε = , r = .,
L = ., τ = . s.

We show the practical simulation results in Figures -, from which it can be observed
that the effectiveness of the proposed approach is confirmed in this paper.
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Figure 9 The trajectories of the energy of u.

Figure 10 The trajectory of S1.

5 Conclusion
In this paper, a delay-lower-bound-based adaptive fuzzy memory control scheme has
been proposed for a class of uncertain nonlinear systems with unknown time delays in
state and input. By utilizing the mean value theorem, the unknown time-delay func-
tions with all state variable have been dealt with. A novel adaptive filter has been de-
signed to eliminate the effect of time-varying input delay. Based on a backstepping tech-
nique, a delay-lower-bound-dependent adaptive fuzzy memory controller has been de-
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Figure 11 The trajectories of the energy of S1.

signed. It is analyzed that the proposed control scheme guarantees that all the signals in
the closed-loop system are bounded and the tracking error converges to a small neigh-
borhood of the origin. A practical simulation example also demonstrates the theoret-
ical results. Further investigation should include more practical and general systems
such as large-scale nonlinear systems and pure-feedback systems, and discrete-time sys-
tems.
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