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1 Introduction
Let [a, b]z denote the integer set {a,a + 1,...,b} with b > a. In this paper, we consider the

existence of positive solutions for the discrete nonlinear third-order three-point BVP

Adu(t-1) = ra@)f (6, u(t)), te[l,T -2z @)

Au(0) = u(T) = A%u(n) = 0, ’
where T > 4 is an integer, A > 0 is a parameter, f : [1, T — 2]z x [0, +00) — [0, +00) is con-
tinuous, a : [1, T — 2]z — (0,00), and 7 satisfies the condition:

(Ho) ne [%, T — 2]z, if T is an odd number, or n € [%, T — 2]z, if T is an even number.

Boundary value problems for third-order differential or difference equations arise in
many problems of physics, control system and applied mathematics, such as the deflection
of a curved beam having a constant or varying cross section, three-layer beam and the
electromagnetic wave incident on a system of charges sets them into motion, ezc. [1]. In
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recent years, the existence of positive solutions of third-order boundary value problems
has been discussed by several authors. For example, in [2—-10], by using different methods,
such as the Krasnosel’skii’s fixed point theorem in a cone, the iterative technique, and the
fixed point theory, the authors obtained the existence of positive solutions of the boundary
value problems for third-order differential equations. For the discrete case, there are also
several excellent results on the existence of positive solutions of the discrete third-order
boundary value problems; see, for instance, [11-16] and the references therein. Specially,
in [12], Agarwal and Henderson considered the following discrete third-order nonlinear
eigenvalue problems:

Au(t) = ha@)f (6, u(?), tel2,Tz, (1.2)
u(0) = u(1) =u(T +3)=0.
By using the Krasnosel’skii fixed point theorem in a cone, they obtained the existence of
positive solutions of (1.2) under both the case that A =1 and that A #1. Later, by using the
Krasnosel’skii fixed point theorem, Anderson [2] obtained the existence of positive solu-
tions for a kind of discrete nonlinear third-order eigenvalue problems, Ji and Yang [13]
discussed the existence of positive solutions of a discrete third-order three-point right-
focal boundary value problems, Karaca [14] discussed the existence of positive solutions
under more general boundary conditions, and Kong et al. [15] obtained the existence of
positive solutions for a discrete boundary value problem of a third-order functional dif-
ference equation. It can be seen that, in these papers, the key condition for obtaining the
existence of positive solution is that the Green’s functions is positive. This condition guar-
antees the positivity of corresponding summation operator. Now, the question is: when the
Green’s function changes its sign, how can we guarantee the positivity of the correspond-
ing summation operator? In 2015, Wang and Gao [16] discussed the existence of positive

solutions of the following third-order difference equation boundary value problems:

ANu(t-1) =a(t)f(t,u®), te[l,T -1z (1.3)
u(0) = Au(T) = A%u(n) = 0. '
It is worth to notice that the Green’s function changes its sign in this paper. Inspired by
the work of the above papers, we try to establish some criteria for the existence of positive
solutions of (1.1) in this paper. The Green’s function we construct in Section 2 changes
its sign and is more complicated than in the continuous case. This will takes lots of diffi-
culties for us to obtain the existence of positive solutions. To overcome it, a new cone is
introduced to overcome these obstacles. Meanwhile, we will point out that the condition
(Hy) is optimal for 7 to obtain the existence of a positive solution of (1.1); see Remark 2.4
and Remark 3.6.
The main tool we will use is the following fixed point theorem in a cone. See, for example
[17] and [18].

Theorem 1.1 Let E be a Banach space and K a cone in E. Assume that Q and Q2 are
bounded open subsets of E such that 0 € Q, Q C,and A: KN (Q\Q) > Kisa
completely continuous operator such that either

(i) I[Aull < |lull foru e KN 32 and ||Aull > ||u|| for u € K N0y, or
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(i) |Au|l = |lu|| for u € KN 9Ly and ||Aul|| < |u| for u e K N aL2,.
Then A has a fixed point in K N (Q\21).

2 Preliminaries
First, let us consider the following linear problem:

{A%Q—D:ﬂn tell, T -2z @)

Au(0) = u(T) = A%u(n) = 0.

Define the Green’s function G(%, s) as follows.
If (¢,s) € [2, Tz X [ +1, T — 2]z, then

TSIl g<p_2<cs<T-2,

G(t,s) = 2 2.2
(6:3) {W n<s<t-2<T-2. (22)

If (¢,5) € [2, Tz x [1,1]z, then

t—t2—s2—s+2sT

) t - 2 »

Glt,s) = 2 Stoes<s=n (2.3)

s(T - t), 1<s<t-2<T-2.

Meanwhile,
—(T=s)(T-s-1)

—_ <s< T - 2
G(0,s) = G(1,s) = 2 ’ = ’ 2.4
(0.5)=6(L3) {—”2”2, 1<s<p. @4)

If n = T — 2, then the Green’s function G(¢, s) is defined only by (2.3) and (2.4).
In the rest of this paper, we always suppose that for two integers 4, b with a < b and a
function f defined on [a,b]z, > 7., f(t) = 0.

Lemma 2.1 The problem (2.1) has a unique solution
T-2
u(t) =y _ Glt,5)y(s), (2.5)
s=1

where G(t,s) is defined in (2.2), (2.3), and (2.4).

Proof Summing from s =1 to s = ¢ — 1 at both sides of the equation in (2.1), then we get

t-1

A?u(t-1) = A%u(0) + Zy(s).

s=1
Repeating the above process, we obtain

t-2

Au(t—1) = (t - 1)A’u(0) + Y (£ —s—1)y(s).

s=1

Summing from s =1 to s = ¢ at both sides of the above equation, we have

t-2
u(t) = u(0) + @AM«)) . 21: (t_s)(tz—_s_l)y(s).
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By using the boundary condition Au(0) = u(T) = A%u(n) = 0, we get

:Azu(0)+ 1y(s) 0,

(0) =3 - X ).

Therefore,

2”:T(T D—tt-1) (S)_i(T—s)(T—s—l)

»(s)
s=1 s=1 2
-2
(t-s)(t-s-1)
—=9(s). 2.6
1D (2.6)
This implies that (2.5) holds. a

Lemma 2.2 Suppose that (Hoy) holds. Then the Green'’s function G(t,s) has the following
properties:
i) Ifs € [1,n]z, then G(t,s) is nonincreasing with respect to t € [0, Tz.
Ifsen+1,T-2]z, then G(t,s) is nondecreasing with respect to t € [0, T]z.
(i) G(¢,s) changes its sign on [0, Tz x [1, T — 2]z. In details, if (t,s) € [0, Tz x [1,7]z,
then G(t,s) > 0.If (t,s) € [0, Tz x [n +1, T — 2]z, then G(¢,5) <O0.
(iil) Ifs > n, then maxe(o,11, G(¢,5) = G(T,s) = 0 and

—HZWXT—S—D:>4T—nXT—n—D.

in G(t,s)=G(0,s) = 2.7
Jnin (t,5) = G(0,s) 5 > 5 (2.7)
If s < n, then minsejo, 11, G(t,5) = G(T,s) = 0 and
s> —s+2sT -n>—n+2nT
max G(t,s) = G(0,s) = 1257 T Z0EAN (2.8)

te[0,T]z 2 - 2

Proof (i) As we know, if A;G(t,s) > 0 (< 0), then G(¢,s) is nondecreasing (nonincreas-
ing) with respect to ¢. Now, we discuss the sign of A;G(t,s). From (2.4), we know that
A:G(0,s) = 0 whenever s < 5 or s > . Moreover, by (2.2) and (2.3),

25T —s%—s— 2

s=n,

G(2,5) = 2
T—s)(T —5— 1)’ $>1.

Then A;G(1,s) = -1ifs <nand A;G(1,s) = 0if s > n. If £ > 2, then the proof will be divided
into two cases.

Casel. (t,5) € [2,T - 1]z x [n + 1, T — 2]z. If s > ¢t — 2, then by (2.2), A,G(¢,s) = 0. If
s <t-2,then A;G(¢,s) =t — s> 0. Consequently, G(t,s) is nondecreasing with respect to
te[0,T]z.

Case 2. (t,s) € [2, T —1]z x [1,n]z. If s >t — 2, then A;G(¢t,s) = -t <0.If s <t -2, then

A;G(t,s) = —s < 0. Therefore, G(¢,s) is nonincreasing with respect to ¢ € [0, T]z.
(ii) These results hold from (i) and the boundary condition u(7T) =
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(iii) If s > n, then, from (i), we know G(t, s) is nondecreasing with respect to t, then we
have max;eo,71, G(¢,5) = G(T,s) = 0 and

—(T-s)(T-s-1
min G(¢,s) = G(0,s) = (T=9(T'=s ).
te[0,T]y, 2

Furthermore, the function z(s) = —(T — s)(T — s — 1) is increasing for s < (27 —1)/2. Com-
bining this with n < T -2 and 27 -1)/2 >s > T — 2, we get the inequality in (2.7).
Meanwhile, if s < n, G(¢,s) is nonincreasing with respect to t. Then minco, 7] G(t,s) =

G(T,s)=0and
—s* —s+2sT
max G(t,s) = G(0,s) = S oswes
te[0,T]y, 2

Moreover, since 7 satisfies (Hg) and (27 —1)/2 < s < , we obtain that G(0,s) < _'F_ZJ
O

Remark 2.3 If n = T — 2, then we will find that G(¢,s) > 0 and G(t,s) # 0. This case has
been discussed by several authors; see, for instance, [11-15]. So, in the rest of this paper,
we could suppose that n < T - 2.

Remark 2.4 Before we consider the existence of positive solutions of (2.1), we may discuss

the existence of positive solution of a more special problem

{Mu(t—l):l, tel,T-2lz (2.9)

Au(0) = u(T) = A%u(n) = 0.

We will see that (Hy) is a necessary and sufficient condition for the existence of positive
solutions to (2.9). To some extent, this explains why we choose n which satisfies (Hy).

From Lemma 2.1, we know that (2.9) has a solution u(¢) as follows:

B30+ +Bn+2)t-T*+30+n)T>-Bn+2)T

u(t) = e

For the sake of convenience, let
d) =2 =30+t +Bn+2)t-T>+30+n)T?-(3n+2)T.

Obviously, u(t) > 0 < ¢(£) > 0. By direct computation, we get A¢(t) = t(3t — 3 — 61),
Ap(t) > 0 for £ >1 + 2n and A¢p(t) < 0 for 0 < ¢ <1 + 2n. Furthermore, if 1 + 27 is an
integer, then A¢(1 + 2n) = 0. Now, we prove that (Hy) is a necessary and sufficient condi-
tion of ¢(¢t) > 0, t € [0, T]z. In fact, if ¢(£) > 0, then ¢(7T) = 0 implies that ¢(7 —1) > 0. If
¢(T-1) > 0,then A¢(T -1) < 0. This implies that n > % If¢p(T-1) =0,then (T —2) > 0.
Otherwise, ¢(t) =0, t € [0, T]z. This contradicts ¢(£) # 0. Therefore, A¢(T —2) < 0 and
A@(T —1) = 0. These two equations imply that 7 is an even number and 7 = % Con-
versely, if n > %, then T -1 <1+ 2nand A¢(T —1) < 0. This combined with the condi-

tion ¢(T') = 0 implies that ¢(¢£) > 0, £ € [0, T]z.
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Let E={u:[0,T]z — R|Au(0) = u(T) = A%u(n) = 0}. Then E is a Banach space under
the norm ||u|| = max;cjo,7), |4(t)|. Define a subset P C E as follows:

P=lycE:yt)>0,t€[0,T]z Ay(t) <0,t [0, T -1]z}.
Then P is a cone in E.

Lemma 2.5 Assume that (Ho) holds. If y € D, then the unique solution u(t) of (2.1) belongs
to P, where u(t) is defined as (2.5). Moreover, u(t) is concave on [0,1 + 2]z.

Proof First, if 0 <t -2 <, then

T-2

-2 n
u(t) = ZS(T —B)y(s) + Z -t~ S22_ 5t 2STy(s) - Z (T_S)(Zﬂy(s),
s=1 s=t-1 s=n+1
) U
Au(t) == sy(s) + A - t)y(t—1) = > _ty(s) <0, (2.10)
s=1 s=t
and
U
Au(t-1)==) "y(s) <0. (2.11)
Second, if n <t—-2 < T -2, then
L 2 (t-T)t+T—-1-2) < (T -s)(T-s-1)
u(e)= ) s(T=0y(0)+ ) > ¥O) - Y ).
s=1 s=n+1 s=t-1
Since 7 satisfies (Hg), we obtain
i =2 £t —1-2n)
Au(t) ==Y Jsy(s)+ Y (E=9)y() + 36 1) <y(n) = <0 (212)
s=1 s=n+1
and
-3
Au(t-1)=)  y(s)+y(t-1)+y(t-2) = 0.
s=n+1

By (2.10) and (2.12), we get Au(t) < 0forall¢ € [0, T —1]z. Combining this with the bound-
ary condition u(T) = 0, we get u(t) > 0 for ¢ € [0, T']z, which implies u € P. Moreover, by
(2.11) and the condition A%u(n) = 0, we get A%u(t — 1) < 0 for ¢ € [1,7 + 1]z. Therefore,
u(t) is concave on [0, 71 + 2]7. O

Lemma 2.6 Suppose that (Hy) holds. If y € P, then the unique solution u(t), defined in
(2.5), satisfies the following inequality:

min  u(t) > 0| ul, (2.13)
te[T-0,0]7

where 0 € [%, n+1]z forodd T and 6 [%,n + 1]z for even T. Moreover, 6* = ”;fj.

Page 6 of 13
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Proof By Lemma 2.5, u(t) is concave for ¢ € [0, + 2]z. Then

u(t) —u(0) _ u(n +2) - u(0)
t - n+2

, tel0,n+1]z. (2.14)

From Lemma 2.5, we see that u(¢) is nonincreasing for ¢ € [0, Tz, which implies that #(0) =
|lz¢]|. Combining this with (2.14), we obtain

n+2-t n+2-t
u(t) > u(0) = lull, ¢€l0,n+1]z.
n+2 n+2
This implies
. n+2-0
min t)=ul®)> —— =0"||ul.
epmn u(t) = u(0) > ) llll llaell 0

3 Existence results
In this section, we are concerned with the existence of at least one positive solution of the
problem (1.1). Assume that

(Hi) f:[1, T -2]z x [0,00) = [0,00) is continuous, the mapping ¢ — f(¢, u) is decreasing
for each u € [0, 00) and the mapping u — f(¢, u) is increasing for each ¢ € [1, T — 2]z;
(Hp) a:[1, T -2]z — [0,00) is decreasing.

Define the cone K by
K= {u eP| min  u(t)> 0% ul }
te[T-0,01

Define the operator T; : K — E by

T-2

Tou(t) =2 ) Gt s)als)f (s, u(s)).

s=1

From Lemma 2.5 to Lemma 2.6, we know that T, : K — K. Meanwhile, since E is finite
dimensional, T : K — K is completely continuous. Therefore, if « is a fixed point of T} in
K, then u is positive solution of (1.1).

Since -2 —n +2nT >0, G(#,s) > 0, and G(6,s) # 0 for s € [T —6,0]z, we could define
two positive constants as follows:

T2 o opT 0
A=y T —a, B= ) GO,9)als).

s=1 s=T-6

Lemma 3.1 Suppose that (Hy), (H1), and (Hy) hold. If there exist two positive constants r
and R with r # R such that

(A1) f(tu) < 35, (bu) € [, T -2]z x [0,7];
(A2) f,w) = &, (t,u) € [1,T - 2]z x [0*R,R].

Then (1.1) has at least one positive solution u € K with min{r, R} < ||u| < max{r,R}.
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Proof We only deal with the case r < R, the case that r > R could be treated similarly.
Let Q1 ={u € E: ||u|| < r}. From Lemma 2.2(ii), we know that G(¢,s) <0 forse [n+1,T -
2]z and G(t,s) > 0 for s € [1,n]z. Then by (A;), for u € KN 9y,

T-2

Z G(t, s)a(s)f (s, uls))
Z s=1

[|T5u| =2 max
te(0,T]

<X tEI}(l)aTxZ Z G(t, s)a(s)f(s, u(s)) + A r[nax Xn;l G(t, s)a(s)f(s, u(s))
T — 1) 2
< )\u Za(sy S, u(s)) (77)(2—7’1) Z a(s)f(s,u(s)).
s=n+1

Since 7 satisfies (Ho), we get —n? —n +2nT > (T = n)(T —n —1). Then

n+2n = -n? —n+2nT r
| Toul| <A ———M—— 21: Afza(s)k—fxzr.
Therefore,
I Thull <|lull, forueKNay. (3.1)

Let Q5 = {u € E : ||u|]| < R}. By (2.3) and Lemma 2.2, we know that G(t,s) > 0 for
t—2<s<mn. Thenforue K andte [T —6,6]z, we have

T-6-1

G(t, s)a(s)f S, U Z G(t, s)a(sf s, u(s) Z G(t,8)al( s)f(s, u(s))

s=1 s=0+1 s=n+1

T-6-1

T-2 (T
> (T —t)a( s)f s, u(s)) Z

s=1 s=n+1

—$)(T-s-1)

5 a(s)f (s, u(s))

T-6-1

T-2
) (o [ oT ZW}

s=1 s=6+1

> a(n)f (n, u(m)(T - 6)(T -6 1) > 0. (3.2)

Meanwhile, by (2.3) and Lemma 2.2, we get G(6,s) > 0 for s < 6 < . Combining this with
(3.2), we get

4

T-2
Tyu(®) =1y _ G0, s)als)f > Y GO,5)als)f (s uls)). (3.3)
s=1

s=T-6

Moreover, for u € KN 92, 0*R < u(t) <Rfort € [T - 6,0]z by Lemma 2.6. Combining
this with (A;), we have

Thu 9)>AZ Gsa(s)——

s=T-6
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This combines with the fact that T5u(¢) > 0 for ¢ € [0, T]z, we have
I Tauell > llull, forue KN ay. (3.4)

Applying Theorem 1.1(i) to (3.1) and (3.4), we get T; has a fixed point u € K N (2,\ 1),
and then u is a positive solution of (1.1) with r < ||u|| < R. O

Theorem 3.2 Suppose that (Hy), (Hy), and (Hy) hold. Assume that

(A3) f%:= lim max
u—0% te[1,T-2]y, u

. . tu
foo:= lim min ACLD
u—oote[l,T-2l; U

=00 (super linear case)

or

A := lim  min
( 4) fO u—0% te[1,T-2]y, u

t,u
f*:= lim max ACLY
u—oote[l,T-2l; U

=0 (sublinear case).

Then for any A € (0,00), (1.1) has at least one positive solution.

Proof Super linear case. From (A3), f° = 0, then there exists a constant R; > 0 such that

f(f,bt) = f_;\: (t)u) € [lr T_Z]Z X [OiRl]

Furthermore, since f5, = 00, there exist Ry > R; such that

O*R R
fws —— > 22

S22 w1, T —2)s x [6°Ry, Ry,
Z 5B o EWeEl Iz x [0"Ro, Ro]

Now, by Lemma 3.1, (1.1) has a positive solution u € K.
Sublinear case. Since f = 00, there exists R; > 0 such that

u
0*1B’

ftu) > (t,u) € [L,T-2]z x [0,R]]. 3.5)

Set @ ={u €E:|ull <R}. Then, if u e KNIy,

min _ u(s) > 0*|u| = 0*R;. (3.6)
se[T-0,017,

Then, by (3.3)-(3.6) and the fact that G(6,s) > 0 for s € [T — 6,0]z, we get

T-2 0

Tou(6) = A Z G(6,5)a(s)f (s, u(s)) = A Z G(9,s)als) GL:(;}B =R,.
s=1 s=T-0
This implies that

I Toull > llull, forueKNaQ. (3.7)
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On the other hand, since f*° = 0, there exists Ry > 0 such that
flem) = 5= (t) € [LT -2l X [Ro,0). (3.8)

We consider two cases: f is bounded and f is unbounded. If f is bounded, i.e., there
exists a constant M > 0, such that f < M, then we take R}, = max{2R}, AMA} and Q3 = {u €
K :|lu||l < R,}. If f is unbounded, then we take R}, > max{2R], Ry} such that f (¢, u) < f(¢,R,),
for (t,u) € [1,T — 2]z x [0,R,] and Q5 = {u € K : ||u|| < R,}. Now, similar to the proof of
(3.1), we will get

I Thull <llull, forueKNay. (3.9)
Therefore, by Theorem 1.1, we obtain a positive solution u of problem (1.1). O

Theorem 3.3 Suppose that (Hy), (H;), and (Hy) hold. If 0 < Af° < 8*Bfs, < oo, then for
each A € (m, ﬁ), (1.1) has at least one positive solution.

Proof Forany A € (m, ,ﬁ)’ there exists ¢ > 0 such that

1 <)< 1 .
0*B(foo —e) = ~ A(fO+¢)

(3.10)

By the definition of f°, there exists R3 > 0 such that f(¢,u) < (f° + &)u, for (t,u) € [, T -
2]z x [0,R3]. Let 21 = {u € K : ||u|| < Ry}, then similar to the proof of (3.1), if u € K N 32,
then

02—+ 2T < 0
1Tl <2 ———— > "as)(f0 + &) ul.
s=1

Furthermore, by (3.10), we get
| Thull < |lull, forueKNay. (3.11)

On the other hand, by the definition of f., there exists R, such that f(t,u) > (fo — €)u, for
(t,u) € [1, T — 2]y x [Ry,00). Let Ry = max{2R;, E—Z} and Q) ={ueK:|u| <R} Ifuek
with |lu]| = Ry, then minge[7_g,91, u(s) > 6*|lull > R,. Therefore, similar to the discussion
from (3.2)-(3.4), we get
)
Tou(®) = 1 Y GO,5)(foo — £)0" [ ullals) = A0*B(fos — £).

s=T-6

Combining this with (3.10), we get
I Toull > |lull, forueKNo,. (3.12)
By Theorem 1.1(i), (1.1) has at least one positive solution « € K. (]

Similar to the discussion of Lemma 3.1, Theorem 3.2, and Theorem 3.3, we could obtain
the following two theorems. So, we just state them here without any proof.
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Theorem 3.4 Suppose that (Hy), (H1), and (Hy) hold. If 0 < Af* < 6*Bfy < oo, then for

each \ € (7 1

T Af_OO)’ (1.1) has at least one positive solution.

Theorem 3.5 Suppose that (Hy), (Hy), and (Hy) hold. Then the following results hold.
(1) Iffs = 00,0 < f° < 00 then for each € (0, Xy), (1.1) has at least one positive

? Af0
solution.
(2) Iffo = 00, 0 < foo < 00 then for each A € (0, Af%,c), (1.1) has at least one positive
solution.

(3) Iff° = 00, 0 < fo, < 00 then for each ) € (m, 00), (1.1) has at least one positive

solution.
(4) Iff>° =0, 0 < fy < oo then for each ) € (ﬁ, 00), (1.1) has at least one positive
solution.

Remark 3.6 The 5 we choose in this paper is optimal for obtaining the existence of pos-
itive solution. Otherwise, suppose that 5 € [1, % — 1]z for even T and n € [1, [%]] 7, for
odd T. We will see that even the linear problem (2.9) will not have a positive solution. In
fact, by the analysis in Remark 2.4, we know that if 5 < %, then A¢(T —1) > 0. Com-
bining this with the boundary condition ¢(T’) = 0, we get ¢(T — 1) < 0. Therefore, ¢(t) is
not a positive solution of (2.9). Therefore, (Hy) is an optimal condition for obtaining the

existence of a positive solution.

Example 3.7 Consider the following discrete nonlinear third-order three-point eigen-
value problem:

Adu(t-1) = ra(t)f (t, u(t)), tel[l,5]z (3.13)
Au(0) = u(7) = A’u(4) =0, '
where a(t) = > — 11t + 32, f satisfies the assumption (H;), according to the hypotheses
in Theorem 3.2-Theorem 3.5, we will give f(¢, u(t)) the specific forms. Then finding the
positive solutions of the problem (3.13) is equivalent to finding the fixed point the operator
equation

5
Tu(t) = 1) G(t,s)a(s)f (s, us)).

s=1

Since s € [1,5]z, if s > 4 then s = 5. Furthermore, we get the expression of G(t, s) as follows.
(1) (¢,5) € [2,7]z x {5}. Since s = 5, we know that if s <t —2, then £ =7 and
G(t,s) = G(7,5) = 0 in the case that s < ¢ — 2. Therefore, the expression of G(t,s) is

Gle.s) = -1, s>t-2

{ 0, s<t-2,
(i) (t,5) € [2,7]z x [1,4]z. Then

s(7 - t), s<t-2,
G(txs) = { (12— 413 -
==, s>t-2
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(iii)
135—s2
s <4
G(0,s) = G(1,s) = 2 =7
(0.5) L5) {—1, s> 4.

Obviously, G(¢,s) changes its sign on [0, Tz x [1,T — 2]z. On the other hand, by direct
computation, if s > 4, i.e., s = 5, then G(¢, s) has only two values —1 and 0, which implies that
G(t,s) < 0. Meanwhile, A;G(t,s) = G(¢ + 1,5) — G(¢,s) > 0. We see that G(t,s) is increasing
with respect to ¢ in this case. If (¢, s) € [0,7]z X [1,4]z, G(¢,s) > 0, and then A;G(¢,s) = G(¢ +
1,s) — G(t,s) < 0. This implies G(t, s) is decreasing with respect to ¢ in this case. Therefore,
if s > 4, then max,c(o,;7), G(¢,5) = 0. If s < 4, maxejo,71, G(£, ) = % < G(0,4) =18.

Now, according to Lemma 2.6, take 6 = 4, then 6* =1/5 and

4

-42-4+13 x4 :
U S5 T VN N

s=1 s=3

If£(2,5) = (7 — O(s), (s) = 22241 then f satisfies (Hy), f° = 0, and fo, = 00. By The-
orem 3.2, for 1 € (0,00), (3.13) has at least one positive solution. If f(t,s) = (7 — £)hy(s),
hy(s) = /1 +s, then f satisfies (H;), fy = 0o, and f> = 0. By Theorem 3.2, for A € (0, 00),
(3.13) has at least one positive solution.

Iff(t,s) = (7 — t)hs(s), where

;znzso’ (t,S) € [11 S]Z X [017[/4]’
ha(s) = | 55— 1)+ ok, (69) € [L5)z x /4,1,
sarctans, (t,8) € [1,5]z x [1,00),

then f satisfies (H;), f° = 1/1,220, and f,, = 7. Furthermore, 0 < Af® = 1/5 < 0*Bf5, = 97 <
00. From Theorem 3.3, if A € (1/(97), 5), then (3.13) has at least one positive solution.
Iff(t,s) = (7 — t)ha(s), where

tans, (t,s) € [1,5]z x [0,7 /4],
ha(s) =} m=(s—1)+2, (t,5) € [1,5]z x [/4,1],
224980, (t,5) € [1,5]7 x [1,00),

then f satisfies (Hy), fo = 2 and f* = 1/224. This implies that 0 < Af*° =1 < 6*Bfy = 18 < c0.
By Theorem 3.4, if A € (1/18,1), then (3.13) has at least one positive solution.

Finally, we could construct the suitable f(t, s) according to /(s) to /4(s) such that f(t, s)
satisfies the condition in Theorem 3.5. So, we omit this here.
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