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Abstract

This paper is concerned with random attractors for the stochastic
Klein-Gordon-Schroédinger system. By using the tail-estimates method, we prove the
asymptotic compactness of random dynamical systems and obtain the existence of
random attractor on unbounded domain in R”.

1 Introduction
In recent decades, much attention has been paid to the existence of random attractor for
stochastic partial differential equations. To the authors’ knowledge, Crauel and Flandoli
[1] and Flandoli and Schmalfuf3 [2] first introduced a corresponding generalization of the
attractor (random attractor) to the stochastic partial differential equations. After that, the
study of random attractors has gained considerable attention, see [3—6] for a comprehen-
sive survey. There are also many other papers concerning the existence of random attrac-
tor for some SDEs on bounded domains, see [7-9] for stochastic damped sine-Gordon
equation, [10] for Ladyzhenskaya model. In 2009, Bates et al. [11] introduced a new
method to study the existence of random attractors for stochastic reaction-diffusion equa-
tions in unbounded domains, and they proved the asymptotic compactness of the solu-
tions and then obtained random attractor in L2(R") by approaching R” with a sequence of
bounded domains Qx, and combining the tail estimates in spatial variables with the com-
pactness of Sobolev embedding in the bounded domain Q. Wang [12] used this method
to study the existence of random attractors for the Benjamin-Bona-Mahony equation.

In this paper, we consider the damped Klein-Gordon-Schrédinger system perturbed by
an e-small random term

idu + (Au + icu + uv)dt = fdt + eudWr, xeR",t>0,

dve+ (v, — Av+ pv - Blul?)dt =gdt + €AW, x€R",t>0
with the initial value conditions

u(x,0) = up(x), v(x,0) = vo(x), ve(x,0) = vi(x), xeR”,

where «, €, v, u and B are positive constants, n < 3, f,g € L% 8 € H', W; and W, are

independent two-side real-valued Wiener processes on a probability space which will be
specified later.
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The coupled Klein-Gordon-Schrodinger (KGS) system is an important model in non-
linear science. It is encountered in several diverse branches of physics, for example, in the
description of the interaction between high frequency electron waves and low frequency
ion plasma waves in a homogeneous magnetic field, adapted to model the UHH plasma
heating scheme. The system also focuses on the vital role of collisions, by considering the
non-homogeneous polarization drift for the low frequency coupling [13], as the following
nonautonomous KGS equation:

i(uy + ou) + Av+uv=f,

Vi — Av+vve + uv - Blul® = g,

where u denotes a complex scalar nucleon field and v represents a real meson field, the
complex-valued function f and the real-valued function g are external sources. By using
Galerkin’s method, Fukuda and Tsutsumi [14] first studied the coupled KGS system and
obtained the existence of global strong solutions. Biler [15] obtained the existence of weak
global attractors for the KGS system in a bounded domain. Wang and Lange [16] pointed
out that the weak global attractor is actually a strong one. Recently, Guo and Li [17] proved
the existence of a global attractor in H?(R?) x H2(R3) which attracts bounded sets of space
H3(R3) x H3(R3) in the topology of H2?(R3) x H2(R?). Lu and Wang [18] improved their
results and obtained global attractors in space H¥(R?) x H¥(R?) for k > 1 which attracts
all bounded sets of HX(R?) x H¥(R?) in norm topology.

However, a system in reality is usually affected by external perturbations which in many
cases are of great uncertainty or random influence. These random effects are not only in-
troduced to compensate for the defects in some deterministic models, but also to explain
the intrinsic phenomena. In [19], we have investigated the dynamical behavior for stochas-
tic Klein-Gordon-Schrodinger lattice system in one dimension, which can be regarded as
an approximation to a stochastic continuous case. Yan et al. [20, 21] studied the existence
of random attractors for a class of first order stochastic lattice dynamical systems with
delay.

Throughout this paper, we denote by L2(R”) both the standard real and complex Hilbert
spaces and equip L2(R") with the inner product and norm as

() = fR u@ds, P = )

Hereafter, we denote by C any positive constants which may change from line to line.
This paper is organized as follows. In Section 2, we recall the basic concepts and some

known results related to random dynamical systems and the pullback random attractors.

In Section 3, we first derive the uniform estimates of solutions, and then prove the exis-

tence of the pullback random attractor for the stochastic KGS system.

2 Preliminaries
First we recall the definitions of the random dynamical systems and random attractors
which are taken from [5, 6, 11, 12, 22].

Let (H, | - ||r) be a separable Hilbert space with Borel o -algebra B(H), and let (22, F,P)
be a probability space.
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Definition 2.1 (2, F,P, (0;).cr) is called a metric dynamical system if 0 : R x @ — Q is
(B(R) x IF,IF) measurable, 6y = id, 0;.s = 6; 0 O for all t,s € R, and 6,IP = P for all £ € R.

Definition 2.2 A stochastic process ¢ (¢, w) is called a random dynamical system (RDS)
over (2,F, P, (6;):cr) if ¢ is (B(R*) x F x B(H), B(H))-measurable, and for all v €

« the mapping ¢ : R* x Q@ x H — H is continuous;

e ¢(0,w,-) =id on H;

o P(t+s,0,%) =Pt 60, 9(s, w,x)) for all £,s > 0 and x € H (cocycle property).

Definition 2.3 A random bounded set B(w) C H is called tempered with respect to (6;);cr

ifforae.weQandalle >0,
t]LTo e “'d(B(0_,)) = 0,
where d(B) = sup, 5 |4l -

Definition 2.4 Let D be a collection of random subsets of H. Then DD is called inclusion-
closed if D = {D(®)}wee € D and D = {D(w) € H : w € Q} with D € D(w) for all w € ©
imply that D € D.

Definition 2.5 A random set K(w) is called an absorbing set in D if for all B € D and P-a.e.
w € , there exists tg(w) > 0 such that

¢(t,0_10,B(0_w)) C K(w), > tg(w).

Definition 2.6 A random set A(w) is a random D-attractor for RDS ¢ if
+ A(w) is a random compact set, i.e., ® — d(x, A(w)) is measurable for every x € H and
A(w) is compact for a.e. w € Q;
« A(w) is strictly invariant, i.e., ¢(t, w, A(w)) = A(G;w), V¢ > 0 and for a.e. w € 2;
o A(w) attracts all sets in D), i.e., for all B€ D and a.e. w €  we have

lim d(¢(¢,60_0, B(0_w)), Alw)) =0,

t—00

where d(X,Y) =sup, .y infyey [l - yllg, X, Y CH.
The collection D is called the domain of attraction of A.

Definition 2.7 Let ¢ bean RDS ona Hilbert space H. ¢ is called D pullback asymptotically
compact in H if for P-a.e. w € Q, {¢(t,,0_,w,%,)} 52, has a convergent subsequence in H

whenever ¢, — 00, and x,, € B(,,®) with {B(w)},eq € D.
From [11, 12, 16] we have the following result.

Proposition 2.8 Let D be an inclusion-closed collection of random subsets of H, and let
¢ be a continuous RDS on H over (Q,F, P, (0;)r). Suppose that {K(w)},ecq is a closed ab-
sorbing set of ¢ in D and ¢ is D-pullback asymptotic compact in H. Then ¢ has a unique
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D-random attractor {A(w)},cq Which is given by

Alw) = (o (t 00, K(O0)).

k>0t>k

3 The existence of random attractors
In this section, we will apply Proposition 2.8 to prove the existence of random attractors for
the Klein-Gordon-Schrodinger system with e€-small random perturbation. The main tool
is the tail-estimates method which is extensively used to prove the existence of random
attractor, see [11, 12].

Consider the Klein-Gordon-Schrédinger system with e€-small random perturbation

idu+ (Au+icu+uv)dt=fdt+eudW;, xeR"t>0,
(3.1)
dve+ (v — Av+ v - Blul®) dt = gdt + e8dW,, xeR",t>0,

with the initial value conditions
u(x, 0) = uo(x), v(x, 0) = vo(x), vi(x,0) = (x), xeR”,

where «, €, v, u and B are positive constants, n < 3, f,g € L% 8 € H', W; and W, are
independent two-side real-valued Wiener processes on a probability space (2, F, P).
For our purpose, we introduce the probability space

Q= {a) = (w1, ) € (C(]R,Rz) :w(0) = 0}

endowed with the compact open topology [5]. Then we have (Wi (¢, w), W (¢, w)) = w(t),
t € R. Let P be the corresponding Wiener measure, I be the P-completion of the Borel o -
algebraon 2, and 6,w(-) = w(- +t) —w(t), t € R. Then (Q,F, P, (6;):cr) is @ metric dynamical
system with the filtration F; := \/ _, F., t € R, where ! = o {W(£,) - W (t1) :s <ty <ty <t}
is the smallest o -algebra generated by the random variable W(t;) — W(t;) for all ¢, £, such
that s < f; <ty <t, see [5] for more details.

We introduce an Ornstein-Uhlenbeck process (€2, F, P, ;) given by the Wiener process:

0
y1(Gwr) = —v / e G0 (h)dh, teR,

o0
0
yabn) = [ SMewn)idh, ek,

—0o0

where v and X are positive. The above integral exists in the sense that for any path w with
a subexponential growth, y1, y, solve the following It equations:

dyy, + vy dt =dWi(t), teR,

dyZ + )\_)/2 dt = de(t), teR.

Furthermore, there exists a 6; invariant set Q' C 2 of full P measure such that:
(1) the mappings t — y:(6:w;), i = 1,2, are continuous for each w € Q’;
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(2) the random variables ||y;(w;)|, i = 1,2, are tempered (for more details, see [11, 12]).
Let z1(6;) = y1(6;1) and z,(6;w) = 8y2(0;w7). Then we have

dzy +vzidt =dWi(t), teR,

de + Azy dt = (Ssz(t), teR.

Lemma 3.1 ([23]) There exists a (8,),cr-invariant set Q@ C of full measure with sublinear

growth
Wi(t
o WO
t— 00 t

of P-measure one. In addition,

i(Orw; ) yilOsewy) d
lim L( acl =0 and lim 7%}/( swi) ds =0,
t—00 |£] t—00 t

where w € Q,i=1,2.

By introducing the transformation ¢ = % + pv with p a positive constant which satisfies
p <, system (3.1) becomes

aw;
id—L: +Au+iou+uv=f+ 6M—dt1’ x e R", (3.2)
d
d—; =y -pv, xR’ (3.3)
ayr aw;
s +(v—p)Y¥ + [u—p(v -p) —A]v—ﬂ|u|2 :g+68d—t2’ x e R". (3.4)

In order to prove the existence of global solutions of (3.1), we introduce the processes
u(t) = z(£)u(z)
and
V() = ¥ (1) - e822(6),

where z(t) = e101®) satisfies the stochastic differential equation

2
dz(t) = —%z(t) dt + iez(t) dz,. 3.5)

Then system (3.2)-(3.4) can be changed into the following system:

i% + At + (i + %)Zt+ﬁv—fz:0,
% +pv=1 + €8z, (3.6)
Ly w=p)P+—p—p)-Alv-Blaz > +e(v-p)Sz =g,

with the initial data 7zy = ug, vy = vo and 1}0 =Yg — €8z3(w).
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Lemma 3.2 Let f € 1L2. Then the solution of the first equation in (3.6) satisfies
O P T
lell” < e lluoll” + 5 IfII°
o
Proof Taking the imaginary part of the inner product of (3.6) with #, we obtain

d
d—||it||2+2oz||it||2:21m/ (fz, 1) dx. (3.7)
t ]RVI

Obviously, the right-hand side of (3.7) is bounded by
- - 4
2Im | (fz,w)dx < aljll” + 5 W12zl
R}’l

Thus we have
d. . - 4 4
d—llbtll2 +afal® < = IF IRl < = IF11%
t o o

By Gronwall’s lemma we get
S0ty 2 o
llll” < e lato I +ﬁ|lf|| .

The proof is completed. d

Remark 3.1 By Lemma 3.2, we know that there is 77 > 0 such that | | is bounded for
t>Ty,ie, ||u|| <My, t>T.

Lemma 3.3 Let f € L*. Then, for any m > 0, the solution of the first equation in (3.1)

satisfies
/ |17t|4dx§e_‘”/ |ito|* dx + 6—/: [fI* dx
Jx|=m lx|z=m & Jixi=m
forall w € Q.
Proof The proof is similar to the proof in Lemma 3.2, so we omit it here. g

Here and after, I denotes the space L2(R") x H!(R") x L2(R"). By Galerkin’s method,
it is easy to prove that, for P-a.e. w € Q and for all (izo,vo,lﬁo) € I, system (3.6) has
a unique solution (#(-, w, itg), V(-, @, vo), ¥ (-, , V) € C([0,00),I) with (0, w, ito) = o,
(0, ,v) = vo and ¥ (0, w, ¥o) = Y. Furthermore, the solution is continuous with respect
to (o, vo, ¥o) € I To indicate the dependence of (i, v, ) on the initial data (i, vo, o), we
define a mapping

G RP x QxT—1
by

¢E (t: , (Lto, Vo, I;ZIO)) = (Lt(t, w, uO): V(tx w, VO)’ 1//('3, w, l/fo))

= (a(t, w, 710)z 1 (t), v(t, , vo), ¥ (t, , Yro) + €82,(6,w))

for all (¢, w, (1o, vo, ¥p)) € R* x Q x IL.
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It is obvious that ¢, satisfies all conditions in Definition 2.2. Therefore, ¢. is a continuous

random dynamical system associated with (3.1). It is easy to verify that ¢, satisfies

d’e (t, Q—twr (MOr Vo, 1/’0)) = (I/l(t, e—twr uO)’ V(tr e—tw; VO)) W(t; Q—th ¢0))
for P-a.e. w € Qand ¢ > 0.
The following lemma shows that ¢ has a closed bounded random absorbing set in D,
which verifies the first condition (I) in Proposition 2.8.
Lemma 3.4 Let f,g € L2, § € H'. Assume that ;1 — p(v — p) > 0. Then there exists

{K(w)}wea € D such that {K(w)}weq is a random absorbing set for ¢ in D, that is, for any
B = {B(w)}weq € D and P-a.e. w € Q, there is Tg(w) > 0 such that

P (t, 9_ta),IB3(9_ta))) CK(w) forallt> Tg(w).

Proof Taking the imaginary part of the inner product of the first equation of (3.6) with ,

we have

d .., ~ 2 -

p llz||” + 2c|j&2||* = 2 Im(fz, iz). (3.8)
Taking the inner product of the third equation of (3.6) with ¥/, we get

d - - - N
Enwnz +2(v = P)IVII* +2[ = p(v = )| (v, ) = 2(Av, %)

—2B(|az ", ¥) + 26 (v - p)(822(610), V) = 2(g, ). (3.9)
Note that
- dv d 5 9
2(v, ) = 2(1/, n + pv— eézz(etw)> = VI +2p|lv]|” - 2¢ (V,5Zg(9ta))) (3.10)

and

- d
—2(Av,¥) = r IVVI? + 2ol VV[* + 2€(Vv, 22(6,0) V)

+2¢(Vv,8Vz(0,0)). (3.11)

Summing up (3.8)-(3.11), we have

d, . ~ ~
E(IIMII2 + [ = pO = p)[IVI® + IV + 1 117) + 2e 1]

+2p[p = p(w = p)]IIVI* + 20 VVII* +2(v = p) 19 |I*
= 21Im(fz, it) — 2€(Vv,22(6,0) V3) — 26 (Vv,8Vz(6,0))
+2e[p - p(v = p)] (v 822(6,)) + 2B (|iaz™" 2 V)
-2¢(v - p)(822(6,), ¥) +2(g, V). (312)
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Now, we estimate each term on the right-hand side of (3.12). By Young’s inequality, we

have

. . 4
2|Im(fz, )| < olliz|)* + ;Ilfllz,

2
’

8 2
2|e(V,22(0:0)V8)| < Zvv)? + %nwuzna(@w)

2
’

IR NCIE S

8¢?
Vv + 7”5”2” Vz3(6;w)

2|e (Vv, 8V22(9tw)) | <

2|e[n = p(v = p)] (v, 822(6,)) |
2

oy 2, 4 o2 2
<p(u-p=-p)vl +p(u_p(‘)_p))ll5ll | z2(6:)

)

. -0 - 1282
20) = 220 e,

- 1
28|(|uz i

2

’

20e(v - p)(522(0,0), )| < %n&nz +126% (0 = p)[I8112] 22(6,0)

7 V=P 52 12 2
2|(g, < .
(@) = =100+ = lel
By combining the above estimates with (3.12), we obtain

d, . ~ ~
E(Ilull2 + [ = plo = W]IVI + IVVI® + 119 1) + )

+ o[ =plo = W]IVI> + £ VVI> + v = o)1 1>

282

8¢? s 1 . 12
< —IfI” + —lI811*|| V22 (B00) |~ + —— N1l * + —— ligII?
P v v-p

4
o -p
2

52+ 12620 - p)nanz} lm@o)|’.  (3.13)
p(pn—pv—-p))

8 2
+ [invan2 +
o
Furthermore, by Lemma 3.2, for £ > 0

- _ . 8 16
llael* < el ||* + 3¢ Nuo I 1FI1* + @ufn‘*. (3.14)

Therefore, by (3.13) and (3.14), we have

d, . ~ -
a(llull2 +[=plo = W]IVI* + VY1 + [P 117) + lliz])?
+p[r = plp = W]IIVI* + plIVVI* + (v = p) 1|1
4
< —
T o

V-

8¢? 2 12B8%T ., .
nf||2+7||5||2||sz(etw)|| + e ito||*

8 _at 22, 10 e 12 2
+ @e o lIZIFII™ + a—‘*”f” + m”g”
2

m 181> + 12€*(v - p)||8||2} |G| (315

8¢? 5
+ [ —IV8||* +
0
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Let C; := min{e, p, (v — p)} > 0. Then, by (3.15), we have

%El(zl, v, lﬂ) + C1E (11, v, 1}) < F(f,g, 22 (0;w), sz(ﬁtw)), (3.16)

where

Ei(it,v, W) = |l + [ = p(o — W ]IVIZ + VY + 19112,

and

F(f,g, V4) (et(,L)), V22 (9[6{)))

12
lgl®
-p

4 8¢?
= ZIF1% + 21802 | Va0 | +
o 0 v

12ﬁ2 —ut|~ 14 8 —at 2 2 16 4
+ ——|e + —e*u + —
v—,o|: llzzo | " luo I 1A " £
8¢? 2 g 2 2 2 2
+ | — V81> + ——————— 181> + 12€*(v = p)I8]|* || 22(6r0) || -
p p(—p(v—p))

Note that z;(6;0) = y1(fsw1) and z3(0;w) = 8y, (fsws), § € H'(R"), therefore, by Lemma 3.1,
F is bounded by

2
CY ([pOw)|* + [5i6w))|”) + C = Pi(O0) + C. (3.17)

i=1
By Proposition 4.3.3 in [5], there exists a tempered function r(w) > 0 such that r(6,w) <
e5 ly(w). Therefore, by (3.17), we find that for P-a.e. » € £,
P(6.w) < Ce¥r(w), VseR.

By replacing w by 0_;w, we get from (3.16) and (3.17)

E (12 (t, 0_tw, tio (B,ta))), V(t, 0_;w,vo (H,ta))), W (t, 0_w, Vo (G,ta))))

t
< e VEy (i1g(0_), vo (0_), Yo (0_)) + € f eCIPy (6, ) ds + C
0

0
< e VE (19 (0-,), vo (0, w), Yo (B_,)) + € / e“15Py (Byw) ds + Cy

-t
0

Qtr (7 7 a9
< ¢ OB (i0(0-10), 101, To(0-0) +<C1 [ eFrwds 4 Cy

—t

< e E (it (0-1), Vo (0-10), Yo (0_1@)) + €Cir(®) + Ca. (3.18)
Note that

¢ (8,60, (0, vo, Yo))

= (i1(t, 00, o™ ™) 271, u(t, 0_0,v0), ¥ (t, 0_10, Vo + €825()) + €822(6_,)).
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Therefore, by (3.18) we know that there exists a positive constant C3 such that, forall ¢ > 0,

| (2,610, (10, vo, Y0) () ”112
= || iu(t,0_w, uo(9_,¢a))e_’4€"1(6‘”‘)))z_1 || 2
+ | v(t, 0-e, vo (6_1)) ||;11 + [ (& 60, Yo (0_10) + €825(w)) + e(Szg(a))H2
< ||L7(t, 0_w, uo(G_tw)e_"ezl(efﬂ")) H2 + Hv(t, 0_w, vo(G_tw)) Hﬁﬂl
+ 2| (2,600, Yo (6_) + €822(6_)) |* + 2€2 1811 || 22(@) |
< Cze” VE (1o (0-10), vo (0-10), Yo (0-4w)) + Cze~ Ve8] ||Zz(9-tw)H2
+2€2[8)1%| 22(@)||* + €Crir(w) + C. (3.19)
By definition of z,(w), it is easy to see that ||z (w)]|? is tempered. In addition, {B(w)},cq C D
is also tempered by assumption. Therefore, for (u10(6_;w), vo(0_1w), Yo (6_w)) € B(O_,w),
there is Tg(w) > 0 such that for all £ > Tg(w),
¢ CE (110(6-1), vo (6-0), Yo (6—)) + Cse™ €2 (|8]12 | 22(6-c) || * < €Car(w) + Ca,
which along with (3.19) leads to
||¢>(t, 6, (4o, Vo, Yo)(0_,w)) ||H2 < Cs + €Csr(w) + 2|8 ||z2(a)) ||2
Given w € €2, define
K(@) = {(,v,9) € I: [ul]® + V)%, + W) < C + €Cr(w) + 262 (8] | 22(e) | *}.
Then {K(w)}ycq is an absorbing set for ¢ in D, which completes the proof. a

Lemma 3.5 Let f,g € H, § € H2, B = {B(w)}wea € D and (uo(w), vo(w), ¥o(w)) € B(w).
Assume that a(v — p) > 12M1 8%, a(u — p(v — p)) > 8M. Then, for P-a.e. w € Q, there exists
Ty (w) > 0 such that for all t > Ty,

(2,010, 10 (0-)) | 2 + [ V(£ 620, v (0-1)) |2 + | ¥ (£ 6-10, Y0(6-:)) | 3 < R(w),
where R(w) is a positive tempered random function.

Proof Taking the real part of the inner product of the first equation in system (3.6) with
—Af in L*(R"), we have that

d
r Vit + 2a||ViL|* + 2(Viz, 2Vv) + 2Im(Vii, V(fz)) = 0. (3.20)

Taking the inner product of the third equation in system (3.6) with —Av in L2(R"), we
find

d - - - -
%nwfn2 +2(v = P) IV 1> + 2(A%, Av) = 2[n = p(v = p) (A, V)

iz ?) = 2¢(v - p) (A, 82(6-0)) + 2(Ai), ) = 0. (3.21)

+2,3(A1ﬁ,
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By the second equation in system (3.6), we have

289, Av) =2[ - p(v - p) (A, v)

=2(Avy + pAv - €A(z2(6,0)8), Av)
=2[u—-pW-p)](Ave+ pAv—€eA(22(6:0)3),v)
= %(nmn2 + (k= =) IVVI®) +2(pllAVIP + (1 = p(v = 0)) IVVI?)
- 2€(z2(0,0) A8, Av) — 26 (8 Azy(B,w), Av)
—2¢[ - p(v - p)](22(6:0) V8, Vv)
=2¢[ - p(v - p)](8V22(6iw), V). (3.22)

Then it follows from (3.20)-(3.22) that

d 5 -
E(nwn2 + IV + 1 AvI* + (k= p(v = ) I VVII?)

+2a||Vir|* +2(v = p) IV 1> + 2p | AVI* +2(1 = p(v = p)) | VY|
itz‘1|2)

+2€(v — p)(AV, 22(0;0)8) — 2(AY, ) + 26 (22(6;0) A8, Av)

= -2Im(Vi, V(fz)) - 2(Vit,aVv) - 28(A,

+2€(8Az(6:0), Av) + 2¢[ 1 — p(v = p)](22(6,0) VS, Vv)

+2¢ [,u —pv - ,0)](8Vz2(9ta)), Vv). (3.23)
Now, we estimate each term on the right-hand side of (3.23). By Young’s inequality, we get
|-2Im(Vi, V(f2))| = 2[Im(Vit, zVf) + Im(ViL, fV2)|
a .o 8 2, 2042 2
= SIval™+— (IVAIZ + 112 1V2l?),

- - o N 8
|2V, aVv)| < < IVal® + = @l Vvl
2 o

1282
v—p

~ 12 ~ 112
2“1V azl|”,

’_213(A1/~/1

iz )| < %uvlﬁnh

[2¢(v - p)(AY, 22(6:0)8) |
< %nvl/?nz +1282(0 - p) (11812 | Va2 (i) | + | 22 600) |21 V8112),
- — - 12
I-2(A9,9)| < %nwnz Vg2,
v-p

2

’

’26 (zz(Qta))A(S, AV) | <

8¢?
AV + r 128117 22(0;)

2

’

12¢ (8 A2y (Br0), AV) | <

N NI

8¢2
| Av]* + s 18117 ]| Az2(6,)

|2¢[ 1 = p(v = p)](22(0,0) V8, V)|

_Mk=pv-p)
2

IVVI? + 82 [ — p(v - p)] |22(6:0) | V8112,
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|2¢[ 1 = p(v = )] (8VZ2(6:), VV)|

w=p-p) 2
=D IVVI? +8€*[1 = p(v = p)]|| V22 (6:0) | 118117,
which along with (3.23), Remark 3.1 and assumption gives that there exists a positive con-

stant

Ce = min{a -

12M, B2 8M;
V=00 = p(V=p)=——1>0
V—p o

such that for ¢t > T;

d ~ -
EEZ(I}’ v, ¢) + C6E2(£l’ v, 1/’) < F(Zl (eta))xz2(9ta))): (324)

where

Ex(it,v, ) = Vil * + IV |1* + | AVI® + (1 - p(v = 0)) [ VVI1%,

and
F(z1(6,0), 22(6,))
= 212 + U1 V2 60)])
+24€2(0 = p) (1812 V22(0) | + | 220:) |1 V5I1) + Ul_zp IVel*
+ %ﬁmanznb(eﬁw)nz + 1817 2 0)|*)
+862 [~ p(v = p)](|220:0) |11 V511 + | V22(6,0) | 1811%).
Let

Py(6;w) = C(IVzl* + llza]* + V22l * + [ Az2]1%).

Since z1(6;0) = y1(8;w1) and z(0;w) = 8y2(6;,), § € HA(R"). Therefore, by Lemma 3.1,
we have

2
Py(0) < CY_([yiBiod| + [yi@p) ) + C,

i=1
and
Py(6r0) < Ce3r(w) + C forall £ € R.
By replacing w by 6_;w, it follows from Gronwall’s lemma that
E(it(t,0-4, 10 (0-1) ), v(t, 0-1, vo (0-¢) ), ¥ (£, 0_10, Yo (-1 ) ) )

t
< & O Ey (it0(0-1), vo(0_4®), Yo (0_,)) + € / Py (0, ) ds + C
0
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0
< 56 Ey (71 (0-10), vo(0-100), B0 64)) + € f P, (0y0) ds + C;
-t
- 0 ¢
< e 6 Ey (19 (0-4), vo (0-:®), Yo (O_)) + €Cg / e ’r(w)ds+ C;

—t

< € " Ey (i1 (0-), vo (0-), Yo (0_s)) + € Cor(w) + C7,
which implies that

” ﬁ(t, 9_ta), 120 (O_ta))) ”;11 + || V(t, 9_ta), Vo (O_ta))) ||;12 + || 1/~f (t, O_tw, &O(G_tw)) H E}Il
< e "y (19 (0-4), vo (0), Yo (0)) + € Cor(w) + C7,

where (o) is a tempered function.
Note that i = uz, ¥ = ¥ — €523(6;0), by (3.25) we obtain
(8, 0-00, 140 (0-4)) [ 3 + [ (8, 0-100,v0(0-10)) [0 + 97 (2, 0-10, Y0(0-12) [

= ({2, 610, o (6 )11 A [+ (2,610, v0(0-100)) [
[0 (6,6-0, Yo (6-) + €625(6_)) + €823(w) |2

< [ (t, 0100, (-0 1) | By + | V¥(8, 0100, vo(6-100) o
+ [ (6,6-00,Y0(6-10) + €825(0-10)) [ 30 + 2618113 | 22(@) [

< & G Ey (i1 (0-1), vo(6-1), o (6-10)) + 26218112 [ 22(6-0) | 3

+€Cor(@) + Cr + 26218112 | 22(00) | 1

Since || Vzy(w)||* is tempered, there exists T (w) > T1 > 0, for all £ > TF,

Page 13 of 22

(3.25)

| 4(t,6-c0, 180 (6-:0)) | 2 + [V (8, 600, v (6-0)) | 30 + | ¥ (8,620, Y0(6-c)) 71 < R(@),

where R(w) = €Cer(w) + Cy +2€2||8 ||%11 ||22(w)||%11. This completes the proof.

O

In what follows, we will use the method of [11, 16] to derive uniform estimates on the

tails of solution when x exists on unbounded domains.

Lemma 3.6 Letf €% gel? § e H' N W, B = {B(w)}weq € D and (ug, vo, ¥o) € B(w).
Assume that pu — p(v — p) > 0. Then, for every ¢ > 0 and P-a.e. w € Q, there exist T' =
T (w,€) < 0 and m = m(w, €) > 0 such that the solution of system (3.1) satisfies, for all t >

T'(w,é),
/ ‘q&(t, 0_;w, (1o, Vo, ¢o)(9_ta))) |2 dx <e.
[x|=m
Proof Let n(x) € C(R*,[0,1]) be a cut-off function satisfying

nx) =0, forallxe[0,1]; n(x) =1, forallx € [2,+00),

and |7(x)| < no (a positive constant).
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Taking the imaginary part of the inner product of the first equation of (3.6) with 7( |:;_|22 )it
in L2(R"), we have

d 1«1 121 | |2
— n |32 dx + 2« n |22 dx = 2Im n | fzi dx. (3.26)
dt R” m> R” m? R”

Taking the inner product of the third equation of (3.6) with 77(‘:;—‘22)1/7 in L2(R"), we get

d 2 9
E/ <|x| )"“ dx+2<v—p>/ (' il )wm dx
2 2
__Z[M_p(v_p)]/wﬂ(t;—'z)wzdx+2 77(| | ) V) dx
> 2
+2f /Rnn(%)]ﬁz—1|2&dx—26(v—p)fw n(|m—|2>8z2(9tw)¢dx
|x |2>
? da. 3.27
' /M( gy dx (3:27)

Note that

>\ -
=2[n-p(v-p)] Aﬂn(ﬁ>vwdx
d 2 2
-—[M—p(v—p)]EAnn(zl )IVI dx—2p[p - p(l)—ﬁ)]/ﬁ{ﬂn(%)ll}lzdx
+26[,u—p(v—p)]/ n(' |2)822(9tw)vdx, (3.28)
R~ m
and
2/ n<ﬁ>(Av)dex
R” m2
12 (2% - d
<2 [ () G Jovwi = 5 [ (5 e
~2 [ n(' '2)|W|2 (""2>< )Vvdx
R~ m

2
+2€/ n ﬁ Zg(@ta))VVV(de+26/ n ﬁ 8VvVzy(6,w) dx
R” }’}’12 R” mz

2
2 / o ('}fq—'z) (ix )822(9_tw)VV (3.29)
RVI

Summing up (3.26)-(3.29), we have

d x>\, - 2 2,172
o (55 )2+ == g 190 )

2 2
+2a/Wn(fq—'z)lﬁlzdxﬂp(u—p(v—p))/Rnn(' al )IVI dx
2 2

+2p/ (' il >|W| dx+2(v—,0)/ <|x| )|¢| dx



Zhao and Li Advances in Difference Equations (2015) 2015:115 Page 15 of 22

%[>
:ZIm/Rnn( )judx+2€u p(v—p))/]Rnn(W)(szz(Htw)dx
2 () (%) [()
- n (VV)¥ dx + 2¢ n 23(0;w)VVV 8 dx
R m?
2
+26 n<x—>8Vszz(9tw)dx—2p/ n’(%)(zx)vv dx
R” m? R” m m?
L)) Jor(5 e
+2e 82(0_sw)Vvdx + 28 |u |1//dx
Rn
2 [ o(5e)e [()
= gV dx—2e(v - p) 825(0,0) ¥ dx. (3.30)

We now estimate the right-hand side term in (3.30) as follows. Firstly, by the definition
of n, we have

§‘¥ §’¥

:

2 2
=7 n/(':;'z ) (,,,;)(Vv)xﬁdx < 4, /mﬁm(' ')|Vv||1/f|dx

4«/_77
°(||v 12+ 1911%), (3.31)
2\ /2
—2,0/ n’(%)( t)vVvdx<4,on0/ (' |>|v||Vv|dx
R7 m m m<x<+2m m?
4p/2
< %(nwn2 +vI?), (3:2)

2
26/ n ﬁ 2 822 (8,0)Vvdx
R? m2 m?

§4en0/ (' |>|8||22 0,0)|I Vv dx
m<x<+2m m?

4ef 270

—ER (9 + 1812 22(0-0) |- (3.33)

Then, by Young’s inequality, we get

|x|2 - | |2 |x |2
2Im Rnn(W)jzudea/Rn ( )I |*dx + — /Rn ( )[f| dx; (3.34)

9 | |2
e(w—p-p) 7 8vz5(0,0) dx

Sp(u—p(v—p))fw (Lj)lﬂz

4e? |]2 )
e o) dx: '
o= p(v=p) /]R n( 81 [22(6r0)| (3.35)

2 8 2
=2 n(le)IWIzdmi/ (L)t 'rosr s (3.36)
2 R” m 1% R”
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ZEf n(x—>8V22 0,w)Vvdx
R~ m?
p 5 8¢? |2 200
—/ ( )le| dx+—/ n<—2>|vZ2(9tw)| 181> dx; (3.37)
2 P Jrn m
(|—>|uz‘1| Vdx
2 2
< "“’/ ('x' )w ==y n(%)ﬁd‘*dx; (3:38)
2 R” V—p0 Jrn m
2
“2e0-p) [ (55 Jozat00ni s
R~ m?

— 2 -
< VZP/Rnn<|:1—|2)|1/f|2dx+8e ,0)/ < >|z2 9:60)! 1812 dx; (3.39)

vep [ (WRY -, 8 <| |2>
< /R( )wf|d+ pfl;ﬂ o dx. (3.40)

Finally, by (3.30)-(3.40), we obtain

< )Iul2 1=pW—=p) V> + Vv + |9 *) dx

f <|—>|ulzdx+p(u p(v—p))/ <| |2)IVI dx
e oo
RV r—

8¢?
+—
0

R
2 2
* vg_ﬂp/Rn <|x| )' | dx+862(v_p)/ < )|22(9t“’)| 181" dax

s (|x|2)| Rax+ 220 gy 4 )

v—p
N 4p~/210 fno
m

77(|m| )(szetw)I V51 + V2] 131

(V1% + 12) + ——= (V¥ + 1812 22(0-0) ). (3.41)

By (3.41) and assumption, there exist positive constants Cs := min{a, p, %52} and Cy :=
Co(e, B, 11, v, p) such that

d 12\ ()= 2 2 2,172
o (55 )2 + == g 190 + )

2
o /R n(%)(w +p(=pW=p)WP + [VVI* + 1?) dx

2
<eCy /ﬂ;n n(%)(|22(9tw)|4 + |sz(9ta))|4) dx
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2 x2 _
+C9/ n(l il )([f|4+|g|2+|8|4+|V8| )dx+C9/ n(%)mﬁdx
R” Wl R” m

\/_710 «/—Uo

SE2 VIR + 19 12) + ——= (VY1 + 1812 22(0-0) ). (3.42)

Now, replacing w by 0_,w, and then integrating (3.42) over (T3, t) with ¢ > T5, we have

m

2
[ (55 ) (0000 m00- )+ (- 900 = 0) o000 w000-)
+ |Vv(t, 0_;w,vo (Q_ta))) |2 + |1Z (t, 0_;w, 1/~f0(9_ta))) |2) dx

2
< ¢ G-T2) / n n<|:;—|2> (|a(T2, 6-10, i10(0_)) [* + | V(T2 6_10, vo (6_)) |”

+0(1 = (v = ) [V(T2, 000, vo(0-40)) [* + |/ (T, 010, V0 (0-10)) |)

t
+6C9/ ecs(s_t)/ '7<| il >(i22(9 tw)| |V22(9s_tw)|4)dxd5
Ty R”

t 2
+cg/ eCs(s-”/ n(lxl >(|f|4+|g|2+|5|4+|v5|4+|u| ) dxds
Ty R~ WZ

C*
v = [ €S (|u(s, 00, vo(0_w)) H + || Vv(s, 0-pw, vo (0—)) ||
m Ty

+ [ (s, 00, Yo (0_10)) | 2) d e | 25 (0_,0) | *ds,  (3.43)

 4ev2nolI? f
m T,

where C* is a fixed constant.
In what follows, we estimate the terms in (3.43). First replacing ¢ by T5 and then replac-

ing w by 0_;w in (3.18), we have the following bounds for the first term on the right-hand
side of (3.43):

Jx?

e‘CS(t_T”/ n(—) (|it(T2,6Ltw, ito(@,ta))) |2 + |VV(T2,6Lta), VO(G,[a))) |2
Rn

m2
+p(p=pv = ) [V(T2, 000, vo(0-))|” + [T (T, 0100, W10 (0-0))|*) s

< &G (G2 | 70.(6_,0) > + p (1 = p(v = p))||vo(6_)|?
T
+ [0 (6-c) H2) + e‘cs(t‘m/ e (Py (6;-,w) + Co) ds
0
<& (||ito(0_) | + p(1 = p(v = ) |0 (6_c) | + [P0 (6_)|”)

Tr—t
+ / e8P, (Ow) ds + Coe®s 1271
t

< (i) |* + o (1~ p(v = 9)) [vo(O-)| + [ Fo(0-0) )

Ty—t s
+Cy e °r(w)ds + Coe
-t

< &G (||io(0_) | + o (1 — p(v = ) |vo(6_c) | + [P0 (6_)|)

&e%(Tz
Cs

Cs(T2~t)

Di(w) + Coe®8T27), (3.44)
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By (3.44) we find that, given ¢ > 0, there is T5 = T3(B, w, ) > T, such that for all £ > T3,

2
e Ct-T2) /Rn n(%) (|it(T2,9_ta), ao(e_tw)) \2 + |VV(T2,9_tw, vo(e_tw)) |2

+p(i=pv = ) [V(To, 000, vo(0-))|” + [T (T, 0100, W10 (0-0))|*) s
<e. (3.45)

Note that § € H' N W', hence there is R; = R;(w, €) such that for all m > R;,

/ (IVs@)|* + |5(x)|") dx < —, (3.46)

€
~ r(w)
where r(w) is a tempered function. By (3.46), we have the following estimate:
L. |x|* 4 4
CQf £C8(s=1) / ,7(—2) (|z2((95_ta))| + |Vz2((9$_ta))| )dxds
T, R7 m

t
< C9/ eCS(H)/ (|22(95_tu))|4 + |sz(95_tw)|4) dxds

x|>m

<G / eCsls) / (1814y2(65c)|* + V8|4 Vya (65 _s5)| ) dxds
Ty x| >m

Cg&‘ ¢ C 2 2 4
<— 8(s-1) (Os_r; i(Os_rw; d.
=@ b€ ;(Iy( )|+ |yiOsiwr)|) ds
C98 t G C98 0 C
< = | S5 Dp(9, ) ds < —— e“r(b,w) ds
r(Cl)) Ty rw Tyt
C Ty—t c
<2 ePsr(w)ds <e. (3.47)
r(w) Jo

By Lemma 3.3, we have

! Cg(s—t) x> ~ 4
Co [ e | — )|#|* dxds
2
Ty R” m

tc(r) ~ 14 64C, tc(z) 4
§C9/ e~8” e"”/ liko|* dxds + — f e-8'” IfI* dxds
T: |x|=m o T |x|=m

2

Co
<
TG+

4
2 [x|=m

64Cy [*
e“”/ |ito|* dx ds + 2 / el [fI* dxds. (3.48)
lx|=m a T
Note that f € L%, g € L? and § € H' N W4, there is R, = Ry (&) such that for all m > R,
/ (IF1*+ 11> +181* + | V8[*) dx < . (3.49)
[x|=m
Then, by (3.48) and (3.49), there is Ty = T4(B, w, &) > 0 such that for all £ > T,

t 2
c9/ eCs(s-”/ n(%)(wugh 1812 + |V8|* + |i1*) dxds
RVI

i

t
< C9/ ecs(S*”/ (IF1* + 1gI* + 181> + |V8]*) dx ds
T1

|x|>m
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+ Cge_‘”/ |7t |* dx ds
[x|=m

t
< Coe / €670 ds 4 Coet / litg|* dx ds < . (3.50)
T1 |x|=m

Now, we estimate the last term on the right-hand side of (3.43). Denote Es(v, ¥/) = ||v||> +
[ Vv||% + |4 ||%. Replacing ¢ by s and then replacing w by 6_,w in (3.18), we have the following

estimate:
£ t
% eC8-IE, (v(s, 0-¢, vo(0_)), U (s,0-c, Y0 (0_w))) ds
T

*

C t -
<— | e E(io(0-w), vo(O-1®), Yro(0-w)) ds
m Ty

C* t s C* t
+— | 86D / e 9p (0, _w)dTr ds + — / eC86-0 g
0 T,

m Jr, m Jr,

C* -
< Ze_cst(t = T2)Ey (ito (0-), vo (6-4), Yo (6_1))

C* t s C*
+— / f eTIp (0, _,w)dr ds + —
m T, JO m

C* -
< ;e*csf(t = T2)Ey (it0(0-1), vo (0-1), Y0 (6-))

C* t s—t C*
+ —/ / e P (0, w)dT ds + —
m Ty J—t m

f ¢ ’Cgt(t - Ty)E; (M() (6_¢w), vo (6_;), &0(94(1}))

+—rw)/ / 2Idrds+—
Ty J -t
C* c*

< &Gt ) (10(0-100), o010, T (O)) + o) + <, (351)
m m m

which implies that there exist T5 = T5(B, w, &) > T and R3 = R3(w, ) such that for all ¢ > T3

and m > R3,

* t
% eI, (v(s,0-¢, vo(0-:®)), ¥ (5,610, Yo (01 )) ) ds < e. (3.52)
Ty

Obviously, there exists Ry = Ry4(w, €) such that for all m > Ry, we have

4201811

/ o) 2(0_ge0) | s < . (3.53)
m Ty

By (3.43), (3.45), (3.47), (3.50), (3.52) and (3.53), there exist R = max{R;, Ry, R3, R4} and
T = min{T5, T3, T4, T5} such that forall m > Rand ¢ > T,

2
[ (25 )0+ = pts = 0) ot 0-0000-100)

m2

+ [0 (60.0,00(0-0)[') <52,
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which shows that forallm > Rand ¢t > T,
/ (|ﬁ(t, 0_iw, ao(e,tw)) |2 + |v(t, 0_;w, VO(O,ta))) |2
|x|>~/2m
+ [P (&, 0.0, 0 (0-10)) ") < 5e.
Note that

f lea(@)] dx = / 52|y dx < = |y(n)
x> +/2m [%|>v/Zm r(w)

Therefore

2
"=e

[ (600, (a6
[%|=/2m

= / (|u(t, 0_;w, u0(9_ta))) \2 + |v(t, 0_iw, VO(Q_ta))) |2
[%|>~/2m
+ Y (6, 6-10, 90 (6-10))[*) dax

= / (|a(t, -0, ito(Q,ta)))eiezl(w)|2 + |v(t,0-0, vo(e,ta)))|2
[%>+/2m
+ |1}(t, 0_;w, 1}0(6_,60)) + eSzz(a))’z)

<2 / (|i(t, 6-10, 10 (6_1)) |* + v (£, 010, vo(6_,)) |”

[%[>+/2m

+ [ (8,6_0, Vo (0_@)) |* + 262151 |25(0) )

<Cl,
where C’ is a fixed positive constant. This completes the proof. d

Theorem 3.7 Letf € H?, g € L2 and § e HNW?*, Assume that a(v — p) > 12M, 82, a(u —
po(v=p))>8M; and - p(v — p) > 0. Then the random dynamical system ¢, possesses a
unique D-random attractor in 1.

Proof From Proposition 2.8, we only need to prove the asymptotic compactness of RDS ¢.
By Lemma 3.4, for any sequence ¢, — oo and x,(0_;,w) € K(w), we have

{qﬁ(tn, Q_tna),xn)}:il is bounded in I (3.54)
Hence, by (3.54), there exists ¢ € L?(R") such that

{¢(tn, 0_t,0,%,(04, a))) }:il — ¢po weakly in L. (3.55)
Next, we prove that (3.55) is actually strong convergence. Define the set S by S = {x €
R” : |x| < m}, where m will be specified latter. Notice the compactness of embedding

HY(S), H*(S) < L%(S), by Lemma 3.5 it follows that

& (tn 01, @, %4 (64, )) — Po strongly in I(S),



Zhao and Li Advances in Difference Equations (2015) 2015:115 Page 21 of 22

which shows that for any given ¢ > 0, there exists N; = N;(K(w), , ) such that for all

n= Nl;
|6 (b, 0-1,0, %0 (0-1,0)) = o | 5) <& (3.56)

On the other hand, by Lemma 3.6, there exist T} = T1(K(w), w, ¢) and Ny = Na(w, €) (large
enough) such that ¢, > T for every n > N,, we have

/ |6 (£0, 61,0, %, (61, )) ()|  dx < &. (357)
|| >mm1
Since 8§ € HN W?#, there exists m, = my(¢) such that
/ |po(0)|* dx < e. (3.58)
|x|>mp
Let m = max{m;, my} and N = max{Nj, N>}. By (3.56)-(3.58) we find that for all n > N,

6 (80, 61,0, %4 (61, 0)) (%) = Po () |7

= /II }(b(tn,9_tna),x,,(9_tna)))(x) - ¢o(x)|2 dx

. / 100,050 )0) - o)

< 3e.

This completes the proof. O
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