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Abstract

In this paper, the approximate controllability of partial neutral stochastic functional
integro-differential inclusions with infinite delay and impulsive effects in Hilbert
spaces is considered. By using Holder's inequality, stochastic analysis and fixed point
strategy with the properties of analytic resolvent operator, a new set of sufficient
conditions is formulated, which guarantees the approximate controllability of the
nonlinear impulsive stochastic system. The results are obtained under the assumption
that the associated linear system is approximately controllable. An example is given to
illustrate our results.
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1 Introduction

The study of controllability plays an important role in the control theory and engineering
[1]. In recent years, various controllability problems for different kinds of dynamical sys-
tems have been investigated in many publications; see [2—6] and the references therein.
From the mathematical point of view, the problems of exact and approximate controllabil-
ity are to be distinguished. However, as proved by Triggiani [7], the concept of exact con-
trollability is usually too strong and has limited applicability. In addition, the fixed point
techniques are widely used in studying the controllability problems for nonlinear control
systems, approximate controllable systems are more prevalent and very often approxi-
mate controllability is completely adequate in applications; see [8, 9]. So, it is important,
in fact necessary, to study the weaker concept of controllability, namely approximate con-
trollability for nonlinear systems. The theory of impulsive partial differential equations or
inclusions appears as a natural description of several real processes subject to certain per-
turbations whose duration is negligible in comparison with the duration of the process. It
has seen considerable development in the last decade [10]. In the present literature, many
papers are concerned with the results on the approximate controllability of solutions to
these systems (see [11-14]). Furthermore, besides impulsive effects, stochastic effects like-
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wise exist in real systems. Therefore, impulsive stochastic differential equations describing
these dynamical systems subject to both impulse and stochastic changes have attracted
considerable attention. Particularly, the papers [15-17] studied the existence of mild solu-
tions for some impulsive neutral stochastic functional integro-differential equations with
infinite delay in Hilbert spaces.

Recently, much attention has been paid to the approximate controllability for impulsive
partial stochastic differential and integrodifferential systems in a Hilbert space. For exam-
ple, Sakthivel ez al. [18, 19] established the approximate controllability of nonlinear first-
order and second-order stochastic infinite-dimensional dynamical systems with impulsive
effects in a Hilbert space. Subalakshmi and Balachandran [20] discussed the approximate
controllability of nonlinear stochastic impulsive integrodifferential systems. Shen and Sun
[21] investigated the approximate controllability of stochastic impulsive functional sys-
tems with infinite delay. Zang and Li [22] studied the approximate controllability of frac-
tional impulsive neutral stochastic differential equations with nonlocal conditions. As the
generalization of classic impulsive differential equations, impulsive stochastic differential
inclusions in Hilbert spaces have attracted the researchers’ great interest [23, 24]. Among
them, Ren et al. [25] obtained the controllability of impulsive neutral stochastic functional
differential inclusions with infinite delay in an abstract space by means of the fixed point
theorem for discontinuous multivalued operators due to Dhage. In this paper we study
the approximate controllability of a class of impulsive partial neutral stochastic functional
integro-differential inclusions with infinite delay in Hilbert spaces of the form

d[x(t) - G(t, xt)] €A [x(t) + /[ h(t — s)x(s) ds] dt + Bu(t) dt + F(t,x;) dw(t),
0

te]=[0,b,t#ty,k=1,...,m, (1.1)
X0 =@ € B, (1.2)
Ax(ty) = Ir(xg ), k=1,...,m, (1.3)

where the state x(-) takes values in a separable real Hilbert space H with the inner product
(-,-)u and the norm || - ||, and A is the infinitesimal generator of a compact, analytic
resolvent operator R(£), £ > 0 in H. The control function u € L?(J, U), a Hilbert space of
admissible control functions, p > 2 is an integer, and B is a bounded linear operator from a
Banach space U to H. The time history x; : (—00,0] — H given by x,(0) = x(¢ +0) belongs to
some abstract phase space B defined axiomatically in Section 2. Let K be another separable
Hilbert space with the inner product (-, -)x and the norm || - ||x. Suppose that {w(¢) : £ > 0}
isagiven K-valued Wiener process with a covariance operator Q > 0 defined on a complete
probability space (€2, F, P) equipped with a normal filtration {F;};>0, which is generated
by the Wiener process w. The initial data {¢(t) : —o0 < ¢ < 0} is an Fp-adapted, B-valued
random variable independent of the Wiener process w with finite second moment. /(¢), t €
J is abounded linear operator, and F, G, Iy (k =1,...,m) are given functions to be specified
later. Moreover, let 0 < £; < - - - <, < b be prefixed points and the symbol Ax(t;) = x(£;) —
x(t;), where x(t;) and x(¢;) represent the right and left limits of x(¢) at £ = f, respectively.

The nonlinear integro-differential equation with resolvent operators serves as an ab-
stract formulation of partial integro-differential equations which arises in many physi-
cal phenomena [26, 27]. The resolvent operator is similar to the semigroup operator for



Yan and Lu Advances in Difference Equations (2015) 2015:106 Page 3 of 34

abstract differential equations in Banach spaces. However, the resolvent operator does
not satisfy semigroup properties. To the best of our knowledge, there are no relevant re-
ports on the approximate controllability of impulsive partial stochastic functional integro-
differential inclusions with infinite delay and resolvent operator in the current paper,
which is expressed in the form (1.1)-(1.3). Although the papers [13, 14] studied the problem
of approximate controllability for nonlinear impulsive neutral differential inclusions with
nonlocal conditions, besides the fact that [13, 14] applies to the approximate controllability
of systems with finite delay, the class of deterministic systems is also different from the one
studied here. Further, stochastic systems with infinite delay deserve a study because they
describe a kind of system present in the real world. Therefore, it is interesting to study the
approximate controllability problems for impulsive stochastic inclusions with infinite de-
lays, which are natural generalizations of controllability concepts for impulsive stochastic
equations well known in the theory of infinite dimensional control systems. The existence
of solutions to systems is a fundamental premise to carry out a study on approximate con-
trollability. The most common and easily verified conditions to guarantee the existence
of a solution are the jump operators Iy (k =1,...,m) imposing a completely continuous
and Lipschitz condition. In this paper, we are only concerned with the case in which I
(k =1,...,m) are continuous, and we study the approximate controllability of nonlinear
impulsive stochastic control systems under the assumption that the associated linear sys-
tem is approximately controllable. The main tools used in this paper are stochastic analy-
sis, analytic resolvent operators, fractional powers of closed operators and the nonlinear
alternative of Leray-Schauder type for multivalued maps due to O’'Regan combined with
approximation techniques. The known results that appeared in [13, 14, 21-25] are general-
ized to the impulsive stochastic inclusions settings and the case of infinite delay. Moreover,
the results are also new for deterministic systems with impulsive effects.

The rest of this paper is organized as follows. In Section 2, we introduce some notations
and necessary preliminaries. Section 3 verifies the existence of solutions for impulsive
stochastic control system (1.1)-(1.3). In Section 4, we establish the approximate controlla-
bility of impulsive stochastic control system (1.1)-(1.3). In Section 5, an example is given
to illustrate our results. Finally, concluding remarks are given in Section 6.

2 Preliminaries

Let H, K be two real separable Hilbert spaces, and we denote by (-, )y, (-, )« their inner
products and by | - [|x, || - |k their vector norms, respectively. Let (€2, F, P) be a complete
probability space equipped with a normal filtration F, ¢ € [0, b]. Let w be a Q-Wiener pro-
cess on (2, Fp, P) with the covariance operator Q such that tr Q < co. We assume that there
exists a complete orthonormal system {e,}5°; in K, a bounded sequence of nonnegative
real numbers {1,}52; such that Qe, = A,e,, and a sequence 8, of independent Brownian
motions such that

o]

(w(t),e) = Z VAn(ene)Bu(t), ecK,te],

n=1

and F; = F}', where F}” is the o-algebra generated by {w(s) : 0 < s < t}. Let LY =
Ly(Q'2K; H) be the space of all Hilbert-Schmidt operators from Q2K to H with the in-
ner product (y, Q)Lg = Tr(y Q6*). Let LP(Fp, H) be the Banach space of all F,-measurable
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pth power integrable random variables with values in the Hilbert space H. Let C([0, b];
LP(F, H)) be the Banach space of continuous maps from [0, ] into L?(F, H) satisfying the
condition sup,; E||x(£)|1}; < oc.

L(H,K) be the space of bounded linear operators mapping K into H equipped with the
usual norm || - ||, and let L(H) denote the Banach space of bounded linear operators from
H to H. The notation B,(x, H) stands for the closed ball with center at x and radius > 0
in H.

In this paper, we assume that the phase space (B, || - ||g) is a semi-normed linear space
of Fy-measurable functions mapping (—oo, 0] into H and satisfying the following funda-
mental axioms due to Hale and Kato (see, e.g., [28]).

(A) Ifx:(-o0,0 +b] = H, b >0, is such that x|[5,541) € PC([o,0 + b],H) and %, € B,

then for every ¢ € [0, 0 + b] the following conditions hold:
(i) x;isin B;
(i) Ny < Hllxlss
(i) [lxlls < K (&= o) sup{||x(s)ll : 0 < s <t} + M(t o)l | 5, where H > 0 is a
constant; K, M : [0,00) — [1,00), K is continuous and M is locally bounded,
and H, K, M are independent of x(-).
(B) For the function x(-) in (A), the function ¢ — x; is continuous from [0, o + b] into B.

(C) The space B is complete.

Remark 2.1 ([29]) Let ¢ € B and ¢ < 0. The notation ¢; represents the function defined
by ¢; = ¢(t + ). Consequently, if the function x(-) in axiom (A) is such that x, = ¢, then

x; = @;. We observe that ¢, is well defined for ¢ < 0 since the domain of ¢ is (—o00, 0].

Remark 2.2 ([29]) Inretarded functional differential equations without impulses, the ax-
ioms of the abstract phase space B include the continuity of the function ¢ — x;. Due to
the impulsive effect, this property is not satisfied in impulsive delay systems and, for this

reason, has been eliminated in our abstract description of 3.

Let P(H) denote the class of all nonempty subsets of H. Let Pyyc(H), Pepev(H),
Phracrev(H) and P.y(H) denote respectively the families of all nonempty bounded-closed,
compact-convex, bounded-closed-convex and compact-acyclic (see [30]) subsets of H.
For x € H and Y,Z € Pyy(H), we define D(x,Y) = inf{|lx — y||z : ¥y € Y} and p(Y,Z2) =
sup,cy D(a, Z), and the Hausdorff metric Hy : Pya(H) X Ppaa(H) — R* by Hy(A,B) =
max{5(A, B), 5(B,A)).

G is called upper semicontinuous (u.s.c.) on H if, for each xy € H, the set G(xp) is a
nonempty, closed subset of H and if, for each open set S of H containing G(xy), there exists
an open neighborhood S of % such that G(S) € V. F is said to be completely continuous
if G(V) is relatively compact for every bounded subset V' C H.

If the multivalued map G is completely continuous with nonempty compact values, then
G is us.c. if and only if F has a closed graph, i.e., x, — %, ¥» = ¥x, ¥u € G(x,) imply
Vs € Glx).

A multivalued map G : ] — Ppya0(H) is said to be measurable if for each x € H, the

function ¢ — D(x, G(t)) is a measurable function on J.
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Definition 2.1 Let G: H — Py, (H) be a multivalued map. Then G is called a multival-
ued contraction if there exists a constant « € (0,1) such that for each x,y € H we have

Hy(G(x) - G()) < «llx =yl
The constant « is called a contraction constant of G.

A function x : [u,7] — H is said to be a normalized piecewise continuous func-
tion on [u, t] if x is piecewise continuous and left continuous on (i, r]. We denote by
PC([u, t], H) the space formed by the normalized piecewise continuous, F;-adapted mea-
surable processes from [, t] into H. In particular, we introduce the space PC formed
by all F;-adapted measurable, H-valued stochastic processes {x(¢) : ¢ € [0,b]} such that
x is continuous at ¢ # &, x(t) = x(¢;) and x(¢{) exists for k =1,2,...,m. In this paper, we
always assume that PC is endowed with the norm |x|lpc = (supy,, E||x(t)||1’)1%. Then
(PC, | - |lpc) is a Banach space.

To simplify the notations, we put £ = 0, 41 = b and for x € PC, we denote by &y €
C([tks tks1]; L2(2,H)), k = 0,1,..., m, the function given by

oo &) forte (titial,
' x(tf) fort=t.

Moreover, for B € PC we denote by Bi, k=0,1,...,m, the set By = {& : x € B}.
Let x(x0; 1) be the state value of system (1.1)-(1.3) at terminal time b corresponding to
the control u and the initial value xg = ¢(£) € B. Introduce the set

B(b,x0) = {x5(x0;4)(0) : u(-) € LP(, )},

which is called the reachable set of system (1.1)-(1.3) at terminal time b, its closure in H is
denoted by B(b, x).

Now we give the definitions of mild solutions and approximate controllability for system
(1.1)-(1.3).

Definition 2.2 An F;-adapted stochastic process x : (—0o,b] — H is called a mild solu-
tion of system (1.1)-(1.3) if xo = ¢ € B satisfies xo € LI(2, H), x|; € PC, for each t € J, the
function AR(f - 5)G(s, ), s € [0, t) is integrable and Ax(#) = Ix(xy,), k = 1,...,m, such that

x(t) = R(t)[(p(O) - G(O,g))] + /tAR(t—s)G(s,xS)ds
0
AR(t - h(s—1)G(t,%x.)dt d
+/0 (¢ s)/0 (s—1)G(t,%x;)dr ds

+ /0 R(t — s)Bu(s) ds + /0 R(t - s)f (s) dw(s)

+ Y RE-t)(xy), te,

O<ty<t

where f € Sp, ={f € LP(K,H) : f(¢) € F(t,x;) a.e. t €]}.
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Definition 2.3 System (1.1)-(1.3) is said to be approximately controllable on the interval
Jif B(b,xg) = H

It is convenient at this point to define operators
b
rt= / R(b-3$)BB'R*(b-s)ds, 0<t<b,
T

b
rs= / R(b - s)BB*R*(b - s)ds,
0
R(a,T) = (al + Fg)_l fora >0,

where B* denotes the adjoint of B and R*(¢) is the adjoint of R(¢). It is straightforward that
the operator I' is a linear bounded operator.

(S1) aR(a, Ff) — 0,0 <t <s<b,asa— 0% in the strong operator topology.

Consider the following linear stochastic integro-differential system:

dx(t) = A [x(t) + / t h(t - s)x(s) ds] dt + Bu(t)dt, te]=][0,b], (2.1)
0
Xo=¢€B. (2.2)

From [8] and [9], we have the following lemma.

Lemma 2.1 Assumption (S1) holds if and only if the linear integro-differential control sys-
tem (2.1)-(2.2) is approximately controllable on J.

The proof of Lemma 2.1 can be performed along the direction of the proof of Theorem 2
in [8].

Lemma 2 2([9]) Forany &, € LP(Fy, H), there exists ¢ € L°-(2;L*(0, b; L3)) such that %, =
Exp + fo s) dw(s).

Now, for any a > 0 and %, € L?(F}, H), we define the control function
1 b
ul(t) = B'R*(b—t)(al + TY)” |:E5cb + / o(s) dw(s)
0
~RB)[p(0) - G(0,¢)] - Glb, xb>]
b 1
—B*R*(b - t)/ (al + Ff)f AR(b - 5)G(s,x,) ds
0
b L s
—B*R*(b - t)/ (al +T?) AR - s)/ h(s — 7)G(t,x;)dt ds
0 0
b 1
—-B*R*(b-1t) / (al +T2)"R(b - s)f (s) dw(s)
0
~BR b -)(al + T " R - )i (xy,),
k=1

where f € Sg, = {f € LP(K,H) : f(¢t) € F(t,x;) a.e. t €]}.
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The next result is a consequence of the phase space axioms.

Lemma 2.3 Let x : (—00,b] — H be an F;-adapted measurable process such that the
Fo-adapted process xo = ¢(t) € LY(Q, B) and x|; € PC(J, H), then

lsll5 < MpEll@lls + Kp sup E|x(s)|,,»
0<s<b

where My, = sup,; M(t) and Kj = sup,; K(¢).

Lemma 2.4 ([26]) A family of bounded linear operators R(t) € P(H) is called a resolvent
operator for

@ =A [x(t) + /t h(t - s)x(s) ds:|
dt 0
if
(i) R(0) =1 the identity operator on H;
(ii) forall x € H, R(t)x is continuous for t € [0, b];
(iii) R(t) e P(Y),t €], whereY is the Banach space formed from D(R) endowed with the
graph norm. Fory € Y, R(-)y € C{(J,H)N C(J,Y) and

d t
d—’t‘R(t)y - A[R(t)y " /0 h(t - s)R(s)yds]
= R(t)Ay + /tR(t —s)Ah(s)yds, te].
0

Let 0 € p(A), then it is possible to define the fractional power (-A)* for 0 <@ <1 as a
closed linear operator on its domain D((—A)%) with inverse (—A)~*. Furthermore, the sub-
space D((—-A)*) is dense in H and the expression ||x||, = ||(=A)*x|| for x € D((-A)%) de-
fines a norm on D((—A)%). Hereafter we denote by H, the Banach space D((—A)%) normed
with || - ||o. Then, for each 0 < @ <1, H, is a Banach space. Furthermore, the following

properties are well known [27].

Lemma 2.5 The following properties hold:
(i) If0< B <a <1, then H, C Hg and the embedding is compact whenever the resolvent
operator of A is compact.
(ii) Foreach 0 <a <1, there exists a positive constant M, such that

o MD(
arR@], = 2

Lemma 2.6 A set B C PC is relatively compact in PC if and only if the set By is relatively
compact in C([ty, txs1]; L2(2, H)) for every k = 0,1,...,m.

Lemma 2.7 ([31]) For any p > 1 and for an arbitrary LY(K, H)-valued predictable process
¢(-) such that

2p
sup E
s€[0,z]

t P
SW@—W%A@M@@WWQ,tEMw)

A¢me

H
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Lemma 2.8 (Nonlinear alternative of Leray-Schauder type for multivalued maps due to
O’Regan [32]) Let H be a Hilbert space with V an open, convex subset of H and y € H.
Suppose
(@) ®:V — Py(H) has a closed graph, and
(b) @:V — Py(H) is a condensing map with ®(V), a subset of a bounded set in H
holds. Then either
(i) @ has a fixed point in V; or
(ii) there existy € dV and » € (0,1) withy € A®(y) + (1 — A){y0}.

3 Existence of solutions for an impulsive stochastic control system
In this section, we prove the existence of solutions for impulsive stochastic control system
(1.1)-(1.3). We make the following hypotheses.
(H1) The analytic resolvent operator R(¢) is compact for all £ > 0, and there exist
constants M, My, 8 such that ||R(¢) || < Me™, ||h(t) || ) < M for every ¢ > 0.
(H2) The multivalued map F:J x B — Ppya0(L(K, H)); for each ¢ € ], the function
F(t,-) : B— Ppae (LK, H)) is u.s.c;; for each ¥ € B, the function F(-, ¥) is
measurable and the set

Sey ={f € L7(J, (L(K,H))) : f(¢) € F(t, ) for a.e. t € ] }
is nonempty.

(H3) There exist a continuous function # : J — [0, 00) and a continuous
nondecreasing function ®; : [0, 00) — (0, 00) such that

|E@ )|}, = sup{EIfIIE, - f € F(&, )} < me@)Os (1 115)

a.e. t € ] and each ¥ € B with

© 1
/ ————ds=00
1 S+0r(s)

(H4) There exists a constant 8 with 0 < 8 <1 such that G:J x B — H is a continuous
function, and (-A)? G : ] x B — H satisfies the Lipschitz condition, that is, there
exists a constant Lg > 0 such that

E|(=AP[G(t1,y1) - Gt ¥)]|%, < La[1tr — 2] + 11 = ¥aifs]
forallt; €], ¢y; € B,i=1,2,and
E|-APGE )|, <Lo(lv g +1), tel, v eB.

(H5) The functions I} : B — H are continuous and there exist constants ¢; such that

E| 4
fim sup 1% ()l _ o

'3
wi—oo ¥ ls

forevery v € B, k=1,...,m.
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Lemma 3.1 ([33]) Let ] be a compact interval and H be a Hilbert space. Let F be a mul-
tivalued map satisfying (H2), and let P be a linear continuous operator from L*(J,H) to
C(J,H). Then the operator

PoSp:CU,H) = Peypo(H),  x—> (PoSp)(x):= P(S,x)
is a closed graph in C(J,H) x C(J,H).

Theorem 3.1 Ifassumptions (H1)-(H5) are satisfied, then further suppose that for all a > 0,
system (1.1)-(1.3) has at least one mild solution on ], provided that

- s
ppa+8)

m
+ le-ﬁMfm)LG + mP L MP Z ck:|Nf <1, (3.1)
k=1

where N, = max{1, e’}

Proof Consider the space BPC = {x: (—00,b] — H;xy = 0,x|; € PC(J, H)} endowed with
the uniform convergence topology and define the multivalued map ® : BPC — P(BPC)
by ®x the set of p € BPC such that

0, t € (-00,0],
R(t)[p(0) = G(0, )] + G(t,x;) + fOtAR(t —5)G(s, %) ds
p) =1 + [, AR(t-s) [y h(s - 7)G(1, %) dr ds
+ fot R(t - s)Bul(s)ds + f(fR(t —8)f (s) dw(s)
+ D o<t RUE = )T (g,)s tel,

where f € Sgz = {f € LP(L(K,H)) : f(t) € F(t,%;) a.e. t € J}, and x : (—00,0] — H is such

that xo = ¢ and X =x on J and
1 b ~
ul(s) = B*R*(b—s)(al + T§)” [Eicb + / é(n) dw(n) — R(b)[¢(0) - G(0,¢)]
0
b 1
- G(b,xb):| —-B*R*(b - s)/ (al + Ff’])_ AR(b - n)G(n,x,)dn
0
b
—B*R*(b - s)/ (al + rf;)‘lAR(b -n) f” h(n = v)G,%,)dvdn
0 0
b -1
- B*R*(b-3s) / (@l +T2)"R(b - n)f (n) dw(n)
0

~B*R (b~ s)(al + T2 > " R(b — tu) I (3r,),
k=1

where f € Spz. We show that ® has a fixed point, which in turn is a mild solution of prob-
lem (1.1)-(1.3).
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Let ¢ : (—00,0) — H be the extension of (—00, 0] such that ¢(0) = ¢(0) = 0 on J. Now,
let {0, : n € N} be a decreasing sequence in (0, b) such that lim,_, 0, = 0. To prove the

above problem, we consider the following inclusion:

d[x(t) - R(0,)G(t, x;)] €A |:x(t) + /t h(t - s)x(s) dsi| dt + Bu(t) dt + F(t,x;) dw(t),
0

teJ=10,bL,t#tik=1,2,...,m, (3.2)
xo=¢@€ebBb, (3.3)
Ax(ty) = R(o)k(xy), k=1,...,m, (3.4)

has at least one mild solution x,, € BPC.
For fixed n € N, set the multivalued map &, : BPC — P(BPC) defined by ®,x the set
of p, € BPC such that

0. t € (-00,0],
R(#)[¢(0) — R(0,,)G(0, ¢)] + R(0,,)G(t, x;)
+ [y AR(t ~ $)R(0,)G(s, ;) ds

PO=y JEAR(E - 5) [ h(s - T)R(0,)G(1, &,) d ds
+ [y R(t - $)Bul(s)ds + [; R(t - s)f (s) dw(s)
+ ZO<tk<tR(t - tk)R(O'Vl)Ik(a_Ctk)r tel,
where

b
Ul(s) = B'R*(b—s)(al + TY) ™ [Efcb + /0 d(n) dw(n) - R(b)[¢(0) — R(c,,)G(0,9)]
b
— R(0,)G(b, xb)] —B'R*(b-5s) / (al + rg)‘lAR(b —)R(0,)G(n, %) dn
0
b
—-B*R*(b - s)/ (a[ + Fs)_lAR(b -n) /ﬂ h(n —v)R(0,)G(v,%,)dv dn
0 0
b -1
—-B*R*(b-5s) /0 (al +T2)"R(b - n)f (n) dw(n)

~B*R(b-s)(al +T) " S R(b~ t)R(0) k() tET,
k=1

where f € Sp. It is easy to see that the fixed point of ®,, is the mild solution of problem
(3.2)-(3.4). We now show that ®,, satisfies all the conditions of Lemma 2.8. The proof will
be given in several steps.

Step 1. We shall show that there exists an open set V C BPC with x € A®,.x for A € (0,1)
andx ¢ dV.

Let A € (0,1) and let x € A®,x, then there exists f € Sg; such that

x(t) = 2R()[¢(0) - R(0,)G(0, 9)] + AR(0,)G(¢, %)

+ A /[AR(t —$)R(0,)G(s, xs) ds
0
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i are—s) [ nis- R(0,)G(t,%,)dr d
+/(; (t s)/0 (s =1)R(0,)G(7,x;)dT ds
t b _
1 / R(t—s)B{B*R*(b—s)(a1+Fé’)_l[Eicb+ / $(n) dw(n)
0 0
- R(b)[¢(0) - R(0,)G(0,¢)] —R(on)G(b,xb)]
b
- B*R*(b-3s) / (al + Ff;)_lAR(b— nR(0,)G(n,x,) dn
0
b
—B*R*(b—s)/ (a1+ F,b])_lAR(b— n)/nh(n —V)R(0,)G(v,%,)dvdn
0 0
b -1
- B*R*(b-3s) /0 (aI +T2)"R(b - n)f (n) dw(n)

—B*R*(b—s)(al + Fg)_l ZR(b - tk)R(on)Ik(a_ctk)} ds
k=1

+A /t R(t - s)f (s) dw(s) + A Z R(t — tr)R(on) Ik (%), te] (3.5)
0

O<ty<t

for some A € (0,1). On the other hand, from condition (H5), we conclude that there exist
positive constants € (k =1,...,m), 1 such that, for all ||y ||"Zg > Y1,

E| L), < (ck + €W I,

bPB
—1 1P AP _AVB V4 4
14771 Ky M [(H( AP My T T
+ M M”ﬂ)LG +mPIMP Xm:(ck +e) NP <1. (3.6)
- p- ) = *
Let
F={y:|vl%<n} F={y: vl >n} C1=maX{EH1k(W)’Z»W €FR}.
Therefore
E[L()]?, < Ci+ (e + €)W 115 (3.7)

Then, by (H1)-(H4) and (3.7), from (3.5) we have for ¢t € J,

E|x(®)]?, < 777 E|R®)[¢(0) - R(0:)G(0,9)]||%, + 777 E|| R(0:)G(t, %) |,

t p
+7PLE / AR(t — 5)R(0,)G(s, X5) ds
0 H
t s p
+ 7771 E / AR(t - s) / h(s—1)R(0,)G(t,%;)dt ds
0 0 H

t b
+ 771 f R(t—s)B{B*R*(b—s)(a]+ r{;)‘1 |:E5cb + / () dw(n)
0 0
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—R(b)[(0) - R(6,)G(0,9)] - R(Gn)G(b:xb)]
b -1
—B*R*(b-3s) /0 (aI +T2) AR - n)R(0,)G(n, %) dn
b
—-B*R*(b - s)/ (al + Ff’])_lAR(b -n) /77 h(n —v)R(c,)G(v,%,)dvdn
0 0

b
~B*R*(b-s) /0 (al + T2) "R - n)f (n) dw(n)

m p
~B R (b-s)(al +T0) " > R(b - tk)R(a,,)Ik(a'ctk)} ds
k=1 H
t p p
+7"7'E / R(t-s)f(s)dw(s)| +7""'E| > R(t—te)R(o)Ik(%s,)
0 H O<ty<t H

<17 MPe?[(Hlglls)” + | (A7 oM e Lo (Il +1)]

+ 7P| (=AY P |f MPe o Lo (1% g + 1)

t
7ML [ M Ll + 1)
0
t s

7ML, [ (=570 [ e (151 +1)de ds

0 0

t
+ 3571\ qP POt ;Mpe—pangpbp—l / e2bss i4p—l |:”E5&b ”Z
0

b
+ C b2 f E| @My dn + 27~ mre ™ [E] (0) |7,
0
+ AP [ pre o Lo (el +1)]

AP e Lo 1y + 1)]
b
+Mf*ﬂbp_lv/ (b — n)‘P(l_ﬁ)MPe—PBUnLG(||5Cn ”1; + 1) ds
0

b n

+ M7 b0 MY / (b—n)?'P / MPeP Lo (|15, |1 + 1) dv dn
0 0
b

+ C,MP P> epb / e "my; ()0 (1%, I ) dn

0

m
+ MPmP! Z e PP NP P [ Cy + (e + €)%, 115 ] } ds
k=1

t
ST MP e / &5y ()0 (1% 1) ds
0
m
+ 7P P P Z e P3U=ti) 1P o=P50n [Cl + (ck + €x) l|%s, ||1;],

k=1

where M; = ||B||, C, = (p(p — 1)/2)?. By Lemma 2.3, it follows that

sup{|%lI% : 0 < s <t} <2271 (M,El|gl|g)” + 27 K} sup{E|x(s)||}, : 0 <s < ¢}.
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Consider the function defined by
¢(t) =20 (MpEl@liB)” + 277 KL sup{E||x(s) |}, : 0 <s <t}, 0<t=<b.
For each t € [0, b], we have

¢() < 22 Y (MuElplig)’ + 287 KEMPe P [ (H|l ol 5)°
+ Ay e o Lol +1)]
+ 1477 KD || (~A) P |} MPe P on L (¢ (2) +1)
)4

+ 1477 KPME  ——— MPe P Lo(c(2) +1
PP p-p) (¢ +1)

pp(+P)
1-p(1-p)

- 1
+ PN+ 70T MPE P MM B K M e

+ 1477 Ky MY MY MPePrLo(£(8) +1)

m t
x Ze’p‘s(b’tk)Mpe’p‘sa” (cx + ek)/ e (s)ds
k=1 0

t
+ 1477 KE C MP D Pt / e my(s)Or (¢ (s)) ds
0

m
+ 1477 K MP ™! Z e P AP e P3n (¢4 4 €2)C (),
k=1

where
b
M =707 K? %M!’e'ﬂ“bMﬁpbﬂij{M‘l [nEfchZ + bt / E| ¢ dn
0
+ 27 MPe P [E )|} + (AP M e Lo (el + 1)]}

(417_1”( A)_ﬂ”p WP P M P )
+ - + —+ —_—
MO - p-p) T - p(- )

b
X M"e""s""LG({(b) + 1) + CpM”b”/2_le_p5b/0 e”‘s”mf(n)(af(g“(n)) dn
+ MPm? MP e PP NP MP e 7271 Cy } + 1477 K MP mP NP MP e 77" C.

Since lim,,_, o 0, = 0, it follows that

¢(t) < 227N (MuE|@lig)” + 287 KE MPe ! [ (Hl 1 8)°
+ AP M Ls (Il +1)]
+ 1477 KD || (<A) P | MP LG (¢ (8) +1)

Wb
+ 1P KM —— — MPLG(c(t) +1
M0 p) a(¢(6) +1)

1+8)

—pSt 31
mMPLG(C(t)‘FI)‘Fep M

+ 1477 K MY MY



Yan and Lu Advances in Difference Equations (2015) 2015:106 Page 14 of 34

t t
+ Mle‘pat/ ¢ (s)ds + 1477 KL C,MPbP> et / e mye(s)®r (¢ (s)) ds
0 0

m
+ 1P KEMP P e PENEMP D (e + ) (0),
k=1

where M; = 707107 L M”e‘f”‘”’MZPb”‘leMf’m’"1 PONEMP S (cx + €x). By using Lo =
_ _ (1+6)

147 KE MP (|| (-A) ﬁ||1" + My pl 5+ MY M’flb;l )G+ mPIMP Y (e + €)INE <

1, we obtain that

t
el () < IZ [M2+A~41 / X5 ¢ (s) ds
0

1-1Lo

t
+ 14p_11<5CpMpbp/2_l / ep(ssmf(s)@f (; (S)) dS],
0
where
My = 27NV (ME |l lls)” + 28 K MP[(Hlpl15)”

FlAY MLl +1)] 10 KN |-

B pr+B6) -
MY j———— + M}_ ﬂM‘l’—]LG + M.
1-p(1-p) 1-p(1-p)
Denoting by v(¢) the right-hand side of the above inequality, we get that ¢ (£) < e?**v(¢) for
all £ €/, and v(0) = ﬁzﬁz,

1 -
Vo) = — I [M1e ¢ (£) + 1477 K C,MP B> e g (£) O (£ (1)) |

=

7 [M e2Pole POy (1) + 14F- IKP 1\/Il7bp/2 lep&n’If(t)('Df( P&V(t))], te].
—-Lo

Then, for each ¢t € J, we have

(eiPStV(t))/ _ (_pa)e—pc?tv(t) + V/(t)efpﬁt
_1Z0A~41v(t)

_ th
< (-pd)e ()+1

. 1477 KY C,MP B g (£) O (€777 (1))
— Lo

1 ~
— M,
Lo

< max{(—p&) + N _11(5CpMpb”/2_lmf(t)}
x [eP0) + (e u(D)], tel.

This implies that

ePoty(r) do b 1
— < max q (—ps) + =
v(0) v+ ®f(l9) 0 1-L

1477 K2 C,MP P>~ lmf(r)} dt < co.

;V'Ilepﬁt,

1-1o
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This inequality shows that there is a constant K such that e Pty(t) < K, t €7, and hence
Ilelz;jc < ePy(t) < K, where K depends only on M, 8, p, C,, K3, b and on the functions
my(-), and ©¢(-). Then there exists r such that ||x||’7736 #r*. Set

V= {x e BPC: ||x||17730 < r*}.

From the choice of V, there is no x € 3V such that x € A®,x for A € (0,1).
Step 2. ®, has a closed graph.
Let ) — x* (n — 00), ,of,’) € ¢4, x¥) € V = B,«(0, BPC) and p,({) — p,. From axiom

(A), it is easy to see that (W)s — (x*); uniformly for s € (00, b] as j — 0o. We shall prove
that p) € ®,x*. Now ,03) € ®,x means that there exists f Wes ) such that, for each

te],
P (1) = RO[9(0) - R@:)G(0,9)] + R@.)G(t, (+9),)
N / tAR(L‘ ~9)R(E,)G(s, (x7),) ds
0
tAR _ Sh _ R nG ) W d d
+/0 (t s>/0 (s~ DR@)G(z, (x9),) dr ds

t b
+ f R(t—s)B{B*R*(b—s)(a1+F(b))1[E5c;,+ / o(n) dw(n)
0 0

~ R(B)[¢(0) - R(6,)G(0,9)] - R(0)G(b, (W)b):|

b
~BR*(b-s) / (al + T2) AR - )R(0,)G(n, (1), ) dn
0
b 1 n J—
—-B*R*(b - s)/ (al + Fé’y AR(b - n)/ h(n - v)R(0,)G(v, (x9) ) dv dn
0 0
b
—B*R*(b-5s) /0 (a + T2 'R - n)f () dw(n)

~B'R(b-s)(al +T2) " " R(b - t)RO)K((x7), ) } ds
k=1

+ / tR(t—s)f®(s)dw(s)+ Y RE-t)R@I((27), ), te].
0

O<ty<t

We must prove that there exists f* € S; = such that, for each £ €/,

t

pi(t) = R(t)[(p(O) — R(0,)G(0, (p)] +R(0,)G(t, (x_*)t) + /0 AR(t - 5)R(0,)G((s, (JF)S) ds
+ /tAR(t —s) /s h(s — ©)R(0,,)G(x, (JF)I) drtds
0 0
t b
+ / R(t - s)B{B*R*(b —s)(al+TY)™ [Eicb + f o) dw(n)
0 0

~RO)[p(0) - R(0,)G(0,0)] - RG,)G(b, (F)b)]
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b
~B*R¥(b-s) / (al + T2 AR - n)R(0,)G (1, (*%),) dn
n
~B*R*(b-s) / (al + T2) " AR - n) / h(n - v)R(0,)G(v, (x%) ) dvdn
0
—B*R*(b—-s) / (al + T2)'R(b - n)f* (n) dw(n)
~B*R*(b—s)(al + T2) " 3" R(b ~ tu)R(o:) I (%), )} ds
k=1

+ /O R(t-s)f*(s)dwls) + Y Rt - RO ((x),), te).

O<ty<t

Now, for every t € /, we have

(p,‘{)(t) ~ R(6)[¢(0) — R(0,)G(0,9)] - R(0:)G(t, (7))
- f tAR(t ~ $)R(0,)G(s, (x9) ) ds
0
— /tAR(t —) /s h(s — I)R((r,,)G(r, (W)f) dt ds
0 0
t b ~
_ / R(t - S)B{B*R*(b - s)(al + Fg)fl |:E5Cb + / o(n)dw(n)
0 0
~RB)[6(0) - R(@,)G(0, 9)] - Ro,)G(b (W)b)}
b N
—-B*R*(b-s) / (al + T2 AR - )R(0,)G (1, (x0) ) dn
0

b n _
—B*R*(b —s)/ (aI + Ff;)_lAR(b - n)/ h(n - v)R(Un)G(v, (x(i))v) dvdn
0 0

~B R b-s)(al +T0) " > R(b - tk)R(Gn)Ik((W)tk) ] ds
k=1

- Z R(t - tk)R(O'n)Ik((W)tk)>

O<ty<t

- (PZ(t) —R()[¢(0) - R(0,)G(0,9)] - R(c:)G(2, (F)t)
- /tAR(t—s)R(a,,)G(s, (x_*)s) ds
0
- /tAR(t—s) /sh(s— T)R(0,)G(7, (F)T)dt ds
0 0
¢ b
_/ R(¢ —S)B[B*R*(b —S)(al + Fg)_l |:E§cb +/ o(n) dw(n)
0 0

~ RB)[0(0) - R(0,)G(0,0)] - R(G,)G(b, (ﬁ)h)}
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b
~B*R*(b-s) /o (al + T2 AR - nR(0,)G (1, (%), ) dn
b a1 n .
—-B*R*(b —s)/ (al + FS) AR(b - n)/ h(n - U)R(an)G(v, (x*)v) dvdn
0 0

~BR(b-s)(al + T2) " 3" R(b - t)R@)((),) } ds
k=1
p
—0 asj— oo.

— Z R(t - tk)R(O’n)Ik((F)tk))

O<ty<t

PC
Consider the linear continuous operator W : L?(J,H) — C(J, H),
t
w0 - [ Re-s)0)dwey
0

¢ b
+ / R(t —s)BB*R*(b —5s) (/ (al + FS)_IR(b -n)f(n) dw(n)) ds.
0 0

From Lemma 3.1 it follows that W o Sr is a closed graph operator. Also, from the definition

of W, we have that, for every ¢ €],

pP() = R(®)[¢(0) - R(6,)G(0,9)] - R(,)G(t, (x7),)
- / tAR(t ~$)R(04)G(s, (x0) ) ds
0
- [ akes [ 6 - (e (), s
0 0
t b ~
- / R(t - s)B{B*R*(b —s)(al +TY)™ [Efcb + / ¢ (n) dw(n)
0 0
~ R(b)[¢(0) - R(,)G(0,9)] - R(,)G (b, (W)b)}
b N
~B*R*(b-9) f (al + T2) ARG - DR(0,)G(n, (1), ) dn
0
b n N
~BR*(b-5) f (al +T) AR - ) f h(n = vR(En)G(v, (1), ) dvdn
0 0
~B*R(b-s)(al +T?) " > "R(b~ t)R(o)L((+0), ) } as
k=1
- )R- t)ROK((x0), ) € W(S, )

O<ty<t

Since x0) — x*, for some f* € Sg it follows that, for every ¢ € ], we have

Pn(t) = R()[¢(0) - R(0,,)G(0,9)] - R(0,)G (¢, (x7),)

_ / tAR(t - $)R(0,)G(s, (x*),) ds
0
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- /tAR(t —s) /sh(s - 1)R(0,)G(, (x*),) dr ds
0 0
t b ~
_ / R(t - S)B{B*R*(b - s)(a[ + Fg)_l [Ea?b + / o (n) dw(n)
0 0
- R(D)[¢(0) - R(6,)G(0,9)] - R(0,,)G(b, (JF)I,)1|
b
~B*R*(b-5s) / (al + T2)AR(b - ))R(0,)G(n, (x%),) dn
0
b n
—B*R*(b - s)/ (al + Ff]’)_lAR(b - n)/ h(n - v)R(0,)G(v, (x*) ) dvdn
0 0

—B'R(b-s)(al +T2)" " R(b - t)RO)K((+), ) } ds
k=1

- Z R(t - tk)R(Un)Ik((F)tk)

O<ty<t

=/0 R(t - s)f*(s) dw(s)
¢ b
+ / R(t - s)BB*R*(b - s)( / (al + T2)"'R(b - n)f*(;q)dw(r;)) ds.
0 0

Therefore, @, has a closed graph.

Step 3. We show that the operator ®,, is condensing.

For this purpose, we decompose ®,, as ®1 + 2, where the map @1 : V — BPC is defined
by ®,., the set p;, € BPC is such that

0, t € (-00,0],
~R()R(0,)G(0, ) + R(0) G, %)

+ [y AR(t - 9)R(0,)G(s, %;) ds

+ [y AR(t - 5) [ h(s - T)R(0,)G (T, %;)dt ds, te],

pon(t) =

and the map ®2:V — BPC is defined by ®2x, the set p2 € BPC is such that

0, t € (-00,0],
px(t) = { R()p(0) + fot R(t — s)Bul(s) ds + fot R(t - 5)f (s) dw(s)
+ ZO<tk<t R(t - tk)R(On)Ik(;Ctk)’ te].

We first show that ®! is a contraction while ®2 is a completely continuous operator.
(i) ! is a contraction on V.
Let t € ] and x*,x** € BPC. By using (H4), Holder’s inequality and Lemma 2.3, we have

E| (@)@ - (@3) @[},
< 3 LE|(-A)* |, |R@n)[(-AY G(6.7,) - (~AV G(6.7)] |,

p
+3PLE

/ AV R(E - R@)[(AP G (5,77,) - (A G(s,77,)] ds
0

H
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+ 37 E / t(—A)l‘ﬁR(t—s) / Sh(s— 7)R(o,)
0 0

x [(A)G(7,5;) — (~A)’ G (v, %, )] dt ds ’

H

=3 AP LaMPe ™ |5 -5y

t
+ 3P—1M119_ﬂ 1 / (t - S)—p(l—ﬂ)LGMPe—Mﬁn
0

Xy — X% ||";g ds
t s
+ 3”’1Mf_ﬂM’1’b2("’1) / (¢ — )PP / LoMP e %%, — 57, HZ dr ds
0 0

< 6" (-A) P |V Ky LaMP e’ sup E|x*(s) — 57 (s) |7,
5€[0,b]

t
+ @_lefﬂI(ngMpe’p‘s"”bp_lv/ (t—s)?" P ds sup E||x%(s) — x™(s) ||1:1
0 s€[0,6]

t
+ 677 MY ML PIKY LaMP e b / (t-s)7P ds
0

X sup E||x*(s) x**(s)”p
s€[0,b]

B
< 6" K LoM? e_paan[”(‘A)_ﬂ 7+ 5 - b(pl )

pr+86)
+ My ﬁMf }

1-p(1-p)

sup E||x*(s) —x™(s) ||i1 (sincex =x on))
s€[0,b]

)24
_p-ly? P Pdon| || (—A) PP AT
= 6" K LoMPe [H(A) [+ M a5

MP Mpﬂ ”x*_x**”P
- p- B) Pe

Since lim,,_, o, 0, = 0, it follows that
[ (@327) (@) = (@,27)(0) | < Lol — 4™,
Taking supremum over ¢, we have for all ¢ € J,

@ = @ e = Lofla™ =57

+ MY Mf ) ;1. By (3.1), we see that

where Ly = 67 K LeMP[||(=A) ™ |15, + MY Lpp)

1-B 1-p(1-B) Pl -B)
Lo < 1. Hence, ®! is a contraction on BPC.

(ii) @2 is convex for each x € V.
In fact, if 5}, 52 belong to ®2x, then there exist f;, /5 € Sgz such that

¢ b
ﬁ;(t) = R(t)p(0) +/0 R(t—s)B{B*R*(b —s)(al + Fg)_l [Eicb +/o &(n) dw(n)

- R(b)[¢(0) - R(6,)G(0,9)] - R(0,)G(b, xh)}

b
—B*R*(b - S)/ (al + FS)_IAR(b - n)R(0,)G(n,%,) dn
0
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b n
—-B*R*(b - s)/ (al + Fg)_lAR(b - n)/ h(n —v)R(0,)G(v,%,)dv dn
0 0
b -1
~B*'R*(b-s) /0 (al +T2) " R(b - n)fi(n) dw(n)

—B*R*(b-5s) (aI + Ff’,)_l ZR(b - tk)R(an)Ik(a_ctk)} ds
k=1

+ ftR(t—s)fi(s) dw(s) + Z R(t - ti)R(0n) i (%y), te],i=1,2.
0

O<tg<t

Let 0 <A <1.For each t € /], we have
(A + (L= 2)5,)(2)

t b
=R(@®)¢(0) + / R(t—s)B{B*R*(b—s)(aI+ rg)‘1 [Eicb + / () dw(n)
0 0
- R(D)[¢(0) - R(0,)G(0,9)] - R(0,,)G(b, xb)}
b
—B*R*(b -s) / (al + T2)AR(b - )R(0,)G(n, %,) dn
0
b
—B*R*(b-5) / (al + rf;)‘lAR(b -1) / ! h(n = v)R(0,)G(v,%,) dv dn
0 0
b
—B*R*(b-s) /0 (al + rf;)‘lR(b —n)[Mim) + @ = 2)fm)] dw(n)

~B*R*(b-s)(al +T?) " > R(b - tk)R(a,,)Ik(a"ctk)} ds
k=1

+ /0 R(t-s) [Afl(s) +(1-2) z(s)] aw(s)

+ Z R(t = tr)R(on) I (%, ).

O<ty<t

Since Sp is convex (because F has convex values), we have (Ap}, + (1 — 1)p2) € ®2x.

(iii) ®2(V) is completely continuous.

Let V be a bounded set as in Step 1. For each x € Vand g, € <I>flx, there exists f € Sgx
such that

On(t) = R(t)p(0) + /OtR(t —8)BuZ(s)ds + /OtR(t —8)f (s) dw(s)

+ ) Rt = 5RO, (Fy)-

O<ty<t

We consider the decomposition Cbﬁ(\:/) =T'L(V) + '} (V), where the map T'} is defined by
I'lx, x € V, the set 7} is such that

)7,11(t) =R(t)p(0) + /tR(t —8)Bul(s)ds + /tR(t —8)f (s) dw(s),
0 0
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and the map I'? is defined by I'2x, x € V, the set 32 is such that

o)=Y R(t - t)R(o,)k(Ey,).

O<ty<t

(a) F,ﬁ(V) is completely continuous.
We begin by showing that I'} (V) is equicontinuous. If x € V, from Lemma 2.3 it follows
that

%1% < 277 (Mpllpll5)” + 27 Ky r o=
Let 0 < 7y < T < b. For each x € V, we have

E|7} @) -7 @)},
<77 E|[R(zy) - R 0) |,

T1—-¢ b
+ 7771 E R(ty — ) — R(t1 — s) |BuZ(s) ds
0 X

H

1 p
+7771E f [R(rz —8)—R(t; — s)]Buz(s) ds

H

15 p
+ 7771 E f R(7y — s)Bui(s)ds

Y

H

+7P1E frl_g [R(rz —8)—R(t; — s)]f(s) dw(s)
0

p
H

+ 7P 1E E/T1 [R(l'2 —8)—R(t; — s)]f(s) dw(s)

p
H

+ 7P 1E / K R(ty —5)f (s) dw(s)

1

V4
H
<77 E|[R(zs) - R 0) |,

T1-¢ s
+ 7P E /0 ||R(T2 —-s)—R(ny _s)”H“Bu;(s) ||Hds]

7 4
+7PLE / ||R(1'2 —8)—R(t1 - ) ”H ||Bu§—z(s) ||Hdsj|

1

- rry p
+7P_1E/ ||R(‘L'2—S)”H”B”;(S)”Hds]

n-¢ 2/ b2
+7771C, / [| Rz =) = R(ry = )[R E[f ) |5, ]" ds}
LJO

r ra 2/ pi2
1G] [ (18 -9 - -9 EO o]

716, [ IR -0 el as|

pl2

<77E|[R(z) - R@)]e )|,
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T1-€
+ 7P_1b”'1M§/ ||R(r2 —8)—R(y —s)||1;1M3 ds
0
7 p-1 p7
+ 1477 MPME |: / e (m=s) dsi| / e IM. ds
1€ T1—€

k) p-1 2
+ 7P—1M19M127 [/ 8- dS:I / e—é(rz—S)A/[3 ds
71 st

+7771C, /O : [IR(z2 = 5) = R(rs = ) |2,y ()0 (113 11%) | ds]

pl2

1 pl2
+7771C, / [|R(z2 = 5) = R(rs = ) |2,y ()0 (15 115) | ds:|

) pl2
e, | [ TR =9 im0 (15 ) s

LY T1

<77 E|[R(z) - R@)]e )|,

+ 7P P ME / - [R(xs =) = R(x1 - 5) ||ZM3 ds
0

5
+ 147 MP ME 51 / eIy ds
T1—¢€
1]
+ 7P L MP ME§YP / e )My ds
5

p-1 / o o _al? 2/p r
+7 Cp®f(r) ; [||R(rz s) —R(1y s)||Hmf(s)] ds

1 Ty, 1T M s
+14771C,MP O (1) / e 2 Y g / e e (s) ds
T1—¢€ T1—¢

1) 2p-1) pl2-1
+ 7P C,MP O (r) |:/ ez B9 ds:|
T]

1

)
/ e‘g(fz_s)mf(s) ds
T]

1
<7"7E||[R(r2) - R(1) ]¢(0) ”i[
T1—€
- 7P—11,P—1M12’/ 1 |R(z2 = 5) = R(r1 - 9) ||, M3 dis
0
7

+ 1477 MP MG 817 /

1-¢

™
e M IM ds + 71’_1M"M§81_" / eI ds

3

1€ pl2
7P7C,0¢(r R(ty —s) — - pm52 s
+ 716,00 (7)| [ IR Res =9 ] o
0

28(p-1)77?* (n
+ 14!’*1CPMP®f(r/) [%} / ef‘s(”’s)mf(s) ds
- T1-¢€

28(p-1)T17*"? (o
+7071 C,MP O (r’) [L] / A my(s) ds,
p- 2 1

where
b
Eluz )], ssp‘lM';;M’Zb”Nf{4"-1[15||xo||’;,+cpbp”-l / E| @)y, dn
0

+ 2 MPe P [(Hllglls) + (A P[5 MPe o Lo (Il + 1)]}
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o 8P » /24 » » pp(B+1)
(NP M + MM

b
x MPe P L (v +1) + ME®(r) / e "my(n) dn
0

m
+ m? I MP MP e P2 NP Z[Cl + (cx + ek)r’]} = Ms,
k=1

M, = Mmax{l, e‘ab}.

From the above inequalities, we see that the right-hand side of E|| 7} (2) — 7} (t1) ||f, tends
to zero independent of x € V as 7, — 7; — 0 with & being sufficiently small since R(¢) is a
continuous operator, and the compactness for ¢ > 0 implies the continuity in the uniform
operator topology. Thus the set {I"\x : x € V} is equicontinuous. The equicontinuities for
the cases 71 < 7, <0 or 7y <0 < 7, < b are very simple.

Now we prove that T'L(V)(£) = {pX(t) : 71(¢) € TL(V)} is relatively compact for every ¢ €
[0,b]. Let 0 < £ < s < b be fixed, and let ¢ be a real number satisfying 0 < ¢ < ¢. For x € vV,

we define

t—e

?,},s(t) =R(t)p(0) + /te R(t — s)Bui(s) ds + / R(t - s)f (s) dw(s),
0 0

where f € Sgz. Using the compactness of R(¢) for ¢ > 0, we deduce that the set U (£) =
{ fr},g(t) :x € V} is relatively compact in H for every &, 0 < & < t. Moreover, for every x € V,

we have

E|7 -7 0]
P
<2 lE

/t R(t —s)Bui(s)ds

—&

H

+ 2P /t R(t - s)f (s) dw(s)

p

H
t

< 2P MPME TP / eI M ds
t—¢e

28(p-1) 2 [t
+ 2P C,MP O () 2%e-1 e (s) ds.
v p- 2 t—¢e

The right-hand side of the above inequality tends to zero as ¢ — 0. Since there are rela-
tively compact sets arbitrarily close to the set U(¢) = {71(¢) : x € V}, hence the set U(t) is
relatively compact in H. By the Arzela-Ascoli theorem, we conclude that T'}(V) is com-
pletely continuous.

(b) I'2 is completely continuous.

We begin by showing that Fﬁ(\_/) is equicontinuous. For each x € V, t € (0, b) is fixed,
t € [t t;1) and 72 € I'2x such that

Pot)= Y R(t - te)R(on)k(Rr,).

O<ty<t
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Next, for 7j <s<t <1y, ¢ >0, we have, using the property of a compact operator,

p

E” [)s:tz]t(tZ) - [Jig]i(Tl)Hf{ =E

D [R(ra — ) = Rz = 1) |R(0,) Ik (1, )

O<ty<t

H

<mP™ Y E|[R(ra - ) - R(zy — 1) |R(0) Ik e ) [
k-1

As 1, — 11 — 0, the right-hand side of the above inequality tends to zero independently of x
due to the set {R(o,) i (xy,) : x € V} being relatively compact in H and the strong continuity
of R(-). So [122],', i=1,2,...,m, are equicontinuous.
Now we prove that [):/';lz]i(t), i=1,2,...,m,is relatively compact for every ¢ € [0, b].
From the following relations

(7210 = Y R(t - t)R(@)I(Ry) € Y R(t ~ t)R(0,) L (V(0,H)),

0<tg<t k=1
we conclude that [%]i(t), i=1,2,...,m, is relatively compact for every ¢ € [t;, t;,1]. By
Lemma 2.6, we infer that I'2(V) is relatively compact. Now an application of the Arzel-
Ascoli theorem justifies the relative compactness of Fz( V). Therefore, FZ(V) is completely
continuous, and hence ®2(V) is completely continuous.

As a consequence of the above Steps 1-3, we conclude that ®,, = ®. + ®2 is a condensing
map. All of the conditions of Lemma 2.8 are satisfied, we deduce that ®,, has a fixed point
x, € BPC, which is in turn a mild solution of problem (3.2)-(3.4). Then we have

%,(2) = R(#)[¢(0) = R(0,)G(0,9)] + R(0,)G(t, %)

+ | AR(t —s)R(0,)G(s, %) ds
0

+/0 AR(L‘—S)/0 h(s — 1)R(0,)G(t,%,)dT ds

+ /tR(t —8)Buf (s)ds + /OtR(t = 8)fu(s) dw(s)

+ > R t)RO(Fs), tET (3.8)

O<tg<t

for t € [0, b] and some f;, € Sg,.
Next we will show that the set {x, : n € N} is relatively compact in BPC. We consider
the decomposition x,, = x, + x2, where

x4 () = R(#)[9(0) = R(04)G(0, )] + R(0,) G (£, %)

+/ AR(¢t —S)R Un)G(S:xns)

(=]

+/ AR(t —S)/ h(s — 1)R(0,)G(t,%,.)dT ds

(=]

/R(t S)Buj—cn(s)ds+/ R(t - s)fu(s) dw(s) (3.9)
0 0
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for some f, € Srz,, and

X =Y Rt - RO (Fns)- (3.10)

O<ty<t

Step 4. {x)(¢) : n € N} is relatively compact in BPC.
(i) {x} : n € N} is equicontinuous on J.
For & >0, x, € V, there exists a constant 0 < ] < & such that for all £ € (0,b] and £ € (0,7)

with £ + & < b, we have

E|xh(t +&) -2
<107 E[|[R(t + £) - R(®)][¢(0) - R@,)G(0, )] [,

+1077E|R(0,)[G(t + &, &npas,) — Gt %) ||,

t+& p
+1077'E / AR(t + & — $)R(0,,)G(S, Xy,s) ds
t H
t P
+10771E / A[R(t +& — ) = R(t — 8)|R(04) G5, %) s
0 H
t+& s p
+1077'E / AR(t+& —5s) / h(s — 7)R(0,)G(t, %) dT ds
t 0 H

t s p
+1077'E / A[R(t +&—8)—R(t - S)] / h(s — t)R(0,)G(t, %y, ) dT ds
0 0

H

t+& p
+1077'E / R(t +& —s)Bug (s)ds
t

H

+1077'E /t[R(t +&—-5)—R(t- s)]Bu?cn (s)ds ’
0

H
p

t+&
+1077'E / R(t + & = s)fu(s) dw(s)

H

+10771E /t[R(t +&—-5)—R(t- s)]ﬁ,(s) dw(s)
0

p
H
<107 E|[R(t + £) - R®)]R(6,)G(0,9) |

+1077 | (=A) P |5 MPePP LG + 1 Zpne — Fnells]

+1077 MY Er! /t " t+& )PP MPer o Lo(r +1) ds

+1077 17 /0 t [(=A)P[R(t+& —5) - R(t - 9)]||?, MPe P> Lg(r' +1) ds
+1077 MY _ MY D /t Hé(t +E =) PUPMPeP I Lo(r +1) ds
+1077' 6P MY /0 t [(=A)P[R(t + & —s) - R(t - 5)] | MPe 7" L (v +1) ds

t+€
+ 1077 MP M 8 / eI My ds
t
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t
+107 ML / |R(t +& - s) = R(t - 9)||%, M3 dis
0

_1) P2 et

+10771C,MP O (r') 28(p-1) / ey (s) ds
p-2 ¢

t 9 pl2

+10771C,04(r) |:/0 [||R(t +& —s) - R(t—s) ||me(s)] pds:| .

Using the compact operator property, we can choose & € (0,¢) such that

107 E|[R(z +§) - ROJR@)GO, 0|}, < 15 (3.11)
and

107 (<A) [ MPE P L[& + gt = Fnelle] < 1o (3.12)

107 M7y p! /t Hg(t +E =) PIPNP PO (r 1) ds < %, (3.13)

1071 p! /0 t |(=A)P[R(t+ & —5) = R(t - 5)] |2, MPe 7" L (r' +1) ds < %, (3.14)

1077 My My /t Hé(t +&—s)PEPIMPE P L (F +1) ds < %, (3.15)

t
107 P M / [(=A)P[R(t + & —s) = R(t - 5) ]| MPe " L (' +1) ds < %, (3.16)
0

t+&
1077 MP ME 1P / e IMsds < %, (3.17)
t
t
o2 / |R(t+& - )~ R(t - 9)|", M3 ds < %, (3.18)
0
28(p—1) P2 s
IOP_ICpMp®f(r/) [%} /[ e“s(t_s)mf(s) ds < %, (3.19)
! 2/, P2
10771 C,05(r) [ / [|R(t+& —s) = R(t—5)|? mp(s)] ’”ds} < (3.20)
0

By (3.11)-(3.20) one has
E||x11(t +§&) —x}q(t) ||1;1 <e.

Therefore, {x.(¢) : n € N} is equicontinuous for ¢ € (0,b]. Clearly, {x}(0) : n € N} is
equicontinuous.

(ii) {x}(¢) : n € N} is relatively compact in H.

Lett € (0,b], ¢ > 0, x,, € V, there exists £ € (0,¢) such that

E|x@) -#50)|5,

P
<4rE

/t AR(t - 5)R(0,,)G(s,%,5) ds
t-§

H

t s p
+4771E / AR(t—s)/ h(s — 7)R(0,)G(T, %y, ) dT ds
t-& 0

H
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p
+471E
H

p
+471F

/t R(t — s)Bug, (s)ds
t-§

t
/ R(t - 5)f,(s) dw(s)
=& H
t
<47ErI MY MPeP O Lg(r + 1) / (t -s)7P ds
=]
t
+ 4T EPIMY MY MP e P L (1 + 1) / (t—s5)?1 P ds
&
t
+ AP MP MBS / eI My ds
t=§
28(p-1)77* -t
+4771C,MP O (r) [L] / e my(s)ds < e,
t

p-2

%5,(8) = R(6)[9(0) - R(0,)G(0,9)] + R(0,)G (¢, %)

=&
+f AR(t - 5)R(0,,)G(s,%y,5) ds
0

t-& s
+/0 AR(t—s)/0 h(s — T)R(0,)G(T, %) dT ds

+ /0 (e )But (9)ds s /0

for somef, € Srz,. From (H4) we obtain that G(t, x,,,) isbounded in H. By the compactness

t—

&
S(t = s)fu(s) dw(s)

of R(¢) for t > 0, we see that the set {xi(t) : n € N} is relatively compact in H. Combining
the above inequality, one has that {x}(¢) : n € N} is relatively compact in H.

Step 5. {x2(t) : n € N} is relatively compact in BPC.

(i) {x2 : n € N} is equicontinuous on /.

For any ¢ > 0 and 0 < ¢ < b, since R(o,) is a compact operator, we find that the sets W =
{R(on )k (Eny) s %0 € V} are relatively compact in H. From the strong continuity of (R(t))=o,

for ¢ > 0, we can choose 0 < 7] < b — ¢ such that
~1|P € ~
E|(R(t+&) - R@®)V||%, < — VW,
when |£| < 7. For each x,, € V, t € (0, b) is fixed, £ € [t;, ;11], such that

E[2] ¢+ &) - [1 0]},

p
=E| 3[Rt +& - t0) = Rt — ) JRO) L (n)

O<ty<t

H

<m’ Y E|[R(E+& - te) — R(E = 1) |ROn (o) |, < &
k=1

As & — 0 and ¢ sufficiently small, the right-hand side of the above inequality tends to zero
independently of x,, so [x2];,i=1,2,...,m, are equicontinuous.

(ii) {«2(¢) : n € N} is relatively compact in H.
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For t € [t tra1], k=1,...,m, and x,, € V, we have that there exists r’ > 0 such that

Y R(E - RO Fngy), £ E (b trar) Xn € B (0, BPC),
S Rt — 6RO (Fnsy),  t = bt 0 € By (0, BPC),
Y0 Rtk — 6)R(0,)](Fon,)

+ R(0) I (%nt,)s t = ty,x, € B (0, BPC),

where B,»(0, BPC) is a closed ball of radius r’. One has that [@]k(t), k=12,...,m,is
relatively compact for every ¢ € [, tx,1], and {x%(¢) : n € N} is relatively compact in H.

These facts imply the relative compactness of {x, : n € N} in BPC. Therefore, without
loss of generality, we may suppose that

X, — %, € BPC asn— oo.

Obviously, x, € BPC, taking limits in (3.8) one has
t
x.(2) = R()[9(0) - G(0,9)] + G(t, %) + / AR(t - 5)G(s, X+5) dis
0
t s t
+ / AR(t - s)/ h(s —t)G(t, %) dT ds + / R(t - s)Bug (s)ds
0 0 0

+ /tR(t —8)f+(s) dw(s) + Z R(t — ti) k(X)) €T (3.21)
0

O<ty<t

for ¢ € [0, ], and some f; € Sgz,, which implies that x, is a mild solution of problem (1.1)-
(1.3), and the proof of Theorem 3.1 is complete. O

4 Approximate controllability of impulsive stochastic control systems
In this section, we present our main result on the approximate controllability of system
(1.1)-(1.3). To do this, we also need the following assumptions.
(B1) There exists a constant B with 0 < 8 <1 such that G:J x B — Hjp is a continuous
function, and (—A)?G :J x B — H. Moreover, there exists a constant C; > 0 such
that

E|arGcew|f, <G

forO<t<b, ¢ e€B.
(B2) There exists a constant Cs > 0 such that

[EE vl <G
for 0 <t <b, v € B, where
|E@ w5, = sup{EIFIG «f € E@ ).
Theorem 4.1 Assume that the assumptions of Theorem 3.1 hold and, in addition, hypothe-

ses (S1), (B1) and (B2) are satisfied. Then system (1.1)-(1.3) is approximately controllable
on]j.
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Proof Letx“(-) be a fixed point of ® in BPC. By Theorem 3.1, any fixed point of ® is a mild
solution of system (1.1)-(1.3). This means that there is x* € ®(x%), that is, there is f € Spza
such that

x%(6) = R()[¢(0) = G(0,9)| + G(£,X7) + /tAR(t -$)G(s,x7) ds
0
+ /0 AR(t —s) /o h(s - t)G(r,a_c‘T’) dtds

+ /OtR(t —8)BuZ.(s) ds + /Ot R(t - s)f (s) dw(s)

+ Y RE-t)L(x), tel,

O<ty<t

where
-1 b
Ul(s) = B*'R*(b - s)(al + T [Efcb + /0 d(n) dw(n) - R(b)[¢(0) - G(0,¢)]
b
- G(b,a_cZ)] ~B*R*(b-s) / (al + T2) AR - )G (1,3 dn
0
b
—B*R*(b _5)/ (a] + FS)_IAR(b -1) /ﬂ h(n - V)G(l),a_c‘\f) dvdn
0 0
b -1
—BR*(b-5s) /0 (@l +T2)"R(b - n)f (n) dw(n)
~B'R(b-s)(al +TO) " S Rt (3), tel,
k=1
and by using the stochastic Fubini theorem, it is easy to see that
b
x*(b) = R(t)[go(O) — G(O,(p)] + G(b,a‘cZ) + / AR(t - s)G(s,a_cf) ds
0
b s
+ /0 AR(t - s) /0 h(s— r)G(r,xt) dt ds

b b )
+ /0 R(b - s)BuZa(s)ds + /(; R(t - s)f (s) dw(s) + Z R(b - t)Iy (x?k)

O<ty<b
-1 b ~
_xy—alal +T?) [Efcb + [t dwin - Re)[6(0)- 610,
b
- G(b,xZ)i| —a/ Alal + Fg)_lR(b - r/)G(n,a_cZ) dn
0
b
- a/ A(al +T2)"R(b - n) /" h(n - v)G(v,x%) dv dn
0 0

b m
—a /o (al + T4) "R = mf (n) dwn) — a(al + T) ™S R — eIk (R2).
k=1

By conditions (B1) and (B2), we get that the sequences {(—A)?G(s,x%)} and {f(s)} are uni-
formly bounded on J. Thus there are subsequences, still denoted by {(—A)?G(s,x%)} and
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{f(s)}, that converge weakly to say g(s) in H and f**(s) in L(K, H), respectively. The com-
pactness of R(¢), ¢ > 0, implies that R(b — s)[(—A)ﬂG(s,a_c?) —g(s)] = 0, R(b - s)[f(s) -
f**(s)] = 0. On the other hand, by Lemma 2.1, for all ¢ € J, a(al + ')} — 0 strongly
as a — 0" and ||a(al + Ff)‘lll < 1. Therefore, by the Lebesgue dominated convergence

theorem, it follows that

E|®) -,

< 9E|a(al + T8) " [EZy ~ RB)[¢(0) - G(0,9)] - G(b:x5) ] |,

p
9p ( )
H

p/2
. 9p_15(/ |a(al + T2) " (n) ||12{d’7)
0
b -1 p
+op-L (/ |a(al + T2) 7 (~A)PR(b - )[(-A) G(n,7) - g(n)] ”Hd">

m
(af +T5) ™ S R(b -t (3L,
k=1

p
o tg( [ ot s 0 A m- )

o (f f la(az +T3) "y - v)(-4)"

p

x R(b - n)[(-A)’G(v,x%) — g(v)] ||H dv dn)

b n V4
+o ([ [ latar+v2) b - )-AY RO - g dvan)

b a1 ) pl2
. 91’-15( / Ja(al + T2) R~ m)[Fn) - ()] qun)

b pl2
+ 9”_1E(/ ||a(a1 + FS)_IR(b— mf () ||121dn) —0 asa—0".

0

So x*(b) — x; holds, which shows that system (1.1)-(1.3) is approximately controllable and
the proof is complete. O

5 Example
Consider the following impulsive neutral stochastic partial integro-differential inclusion

with impulsive effects and infinite delays of the form:

d|:z(t, x) — / /” s —t,n,%)z(s,n)dn ds}
—00 J0

2

€ % |:Z(t,x) + /Ot 15(t —8)z(s,x) ds:| dt

t

+ u(t,x) dt + / w (t,s — t,%,2(s,x)) dsdw(?),

—00

0<t<b0<x=<mtft,k=1,...,m, (5.1)

z(¢,0)=z(t,m)=0, 0<t<h, (5.2)

Page 30 of 34
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Ik
Az(tg,x) = / k(s —t)z(s,x)ds, k=1,2,...,m, (5.3)
z(t,x) = p(t,x), t<0,0<x<m, (5.4)

where ¢ is continuous and i : [0, ] x (0,77) — (0, ) is continuous in ¢, and there exists a
constant K; such that [b(¢ — s)| < K;. w(t) denotes a standard cylindrical Wiener process
in H defined on a stochastic space (2, F, P). Take H = L2([0,7]) with the norm || - || and
define the operator A by Aw = @” with the domain

D(A) := {a) € H: w, are absolutely continuous, w” € H,(0) = w(w) = O}.

Then A generates a strongly continuous semigroup that is analytic, and the resolvent op-
erator R(t) can be extracted from this analytic semigroup (see [27]). Furthermore, A has a
discrete spectrum with eigenvalues of the form —#2, n € N, whose corresponding (normal-

ized) eigenfunctions are given by z,(x) = \/g sin(nx). In addition, the following properties
hold:
(a) If w € D(A), then

(b) Forw e Hand @ € (0,1),

o0
1
Yo = E n“ (w,z4)z

n=

(c) The operator (—A)* : D((-A)¥) € H — H is given by
(A w an"‘ W,2,)Z

on the space D((-A)*) = {w(-) e H: Y o, n**(w,2,)z, € H}.
Define an infinite dimensional control space U by

|

with a norm defined by [lully = (3,0, u u?) > and a linear continuous mapping B from U to

= {u = tnzn(£)
n=2 n=2

H as follows:

(Bu)(€) = 2ur21(8) + ) tnzn(§) foru=) unzy € U.

n=2 n=2
Obviously, ||B|lzuz,m) < +/5. On the other hand, it is easy to compute that

(B*) (&) = 21 + va)z (€ Zvnzn

withv=>""" vz, € H.
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Letr>0,1<p<1,and let h:(~00,—r] > Rbea nonnegative measurable function
which satisfies the conditions (h-5), (h-6) in the terminology of Hino et al. [34]. Briefly,
this means that / is locally integrable and there is a nonnegative, locally bounded function
y on (—00,0] such that iz(%‘ +7)< y(E)iz(t) for all £ <0 and 6 € (—oo,-r) \ Ng, where
N; C (—00,-r) is a set whose Lebesgue measure is zero. We denote by PC, x 17(h, H) the
set consisting of all classes of functions ¢ : (—o00,0] — H such that ¢|[_.0) € PC([-r,0], H),
¢(-) is Lebesgue measurable on (-0, -r), and hllo|? is Lebesgue integrable on (—o0o, —7).
The semi-norm is given by

-r 1/p
lolls = sup ||<o(r)||+(/ h(r)ngon"dr) .

—r<t<0

The space B = PC, x 17(h, H) satisfies axioms (A)-(C). Moreover, when r = 0 and p=
2, we can take H =1, M(t) = y(-t)V? and K(¢) = 1 + (fz h(z)dt)Y? for t > 0 (see [34,
Theorem 1.3.8] for details).

Additionally, we will assume that:

(i) The functions 9 (s, n,x), ‘ws—”") are measurable, ¥ (s, n,7) = 9(s,n,0) = 0 and

s ([ [ (T ) im0 <o

(ii) The function @ : R* — R is continuous, and there exist continuous functions
ay,a; : R — R such that

| (t,5,%,9)| <a1(®)ax(s)lyl,  (ts,%y) € R

with Ly =(f0(>O (@) h ds)z < 00.
(iii) The functlons nk R — R, k=1,...,m, are continuous and
Li= (fooo h( ds)z <00 foreveryk 1,2,.

Take ¢ € B = PCy x L2(h, H) with ¥ (0)(x) = 1//(9,96), (0,%) € (—00,0] x B. Let z(s)(x) =
z(s,x). G:[0,b] x B— H, F:[0,b] x B— P(H) be the operators defined by

0 b4
G(t,w)(x)=f /()ﬁ(Q,V,lﬁ(Q)(x))dVdQ,

0

F(t,t//)(x):/ w(t,@,x,l//(e)(x))de

—00
Also define the maps Ix and B by

0

L)) = / (@)Y (60)x) b,

o]

(Bu)(t)(x) = u(t, x).

Under the above assumptions, problem (5.1)-(5.4) can be written as (1.1)-(1.3). Moreover,
the range of G(-) is contained in H1 ( A)% G, F, Iy (k=1,...,m) are bounded linear op-

erators with E||(—A)2 G||p LBH) = Lg, E||F||L(BH) <Lp, EIIIkIIL B = Ve i=1,...,m, where



Yan and Lu Advances in Difference Equations (2015) 2015:106 Page 33 of 34

Lg=(Ly), Lr = (la1llooLw V> Vi = (L), k =1,...,m. Further, we can impose some suit-
able conditions on the above-defined functions to verify the assumptions on Theorem 3.1.
Therefore, assumptions (H1)-(H5), (B1) and (B2) all hold, the associated linear system of
(5.1)-(5.4) is not exactly controllable but it is approximately controllable. Hence, by The-
orems 3.1 and 4.1, system (5.1)-(5.4) is approximately controllable on [0, b].

6 Conclusion

In this paper, we have studied the approximate controllability of first-order impulsive par-
tial neutral stochastic functional integro-differential inclusions with infinite delay (1.1)-
(1.3) in a separable real Hilbert space. Through the nonlinear alternative of Leray-Schauder
type for multivalued maps due to O'Regan under the compactness assumption, we investi-
gated the sufficient conditions for the approximate controllability of the system; more pre-
cisely, by using the fixed point theorem, analytic resolvent operators, fractional powers of
closed operators combined with approximation techniques. The conditions, under which
the approximate controllability of the nonlinear impulsive stochastic system is implied by
the approximate controllability of its corresponding linear part and the jump operators Ix
(k =1,...,m) are continuous, have been formulated and proved. Finally, an application has
been provided to illustrate the applicability of the new result.

In the future work we are going to study the approximate controllability of second-order
and fractional impulsive partial stochastic functional differential inclusions with infinite
delay for which the discussion may be more difficult and greatly different from the present
situation.
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