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Abstract
In this paper, we consider a class of nonlinear stochastic systems with respect to
neutral terms and time-varying delays. Given a globally exponentially stable nonlinear
stochastic system, the robustness of the global exponential stability of the system
subject to a time delay and a neutral term can be derived by a subtle inequality and
a transcendental equation. The upper bound of the allowable time delays and the
neutral terms contraction coefficient is easy to verify and implement. Finally, an
example with a numerical simulation is given to illustrate the presented criteria.
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1 Introduction
In the recent few decades, nonlinear stochastic systems have been widely studied by many
authors due to the fact that nonlinear stochastic systems can be applied to population
ecology, steam processes, heat exchanges, the distributed networks containing lossless
transmission lines, and other engineering systems. Many stochastic systems not only de-
pend on present and past states but also involve derivatives with delays. Neutral stochas-
tic differential delay equations (NSDDEs) are often used to describe such systems. One
of the important issues in the study of NSDDEs is the automatic control, with conse-
quent emphasis being placed on the analysis of stability. Kolmanovskii and Nosov []
not only established the existence and uniqueness of the solution of NSDDEs but also
investigated the stability and asymptotic stability of NSDDEs. Mao [] studied the expo-
nential stability of NSDDEs. Taking the abrupt changes in the structure and parameters
of the systems into account, Kolmanovskii et al. [] considered the moment asymptotic
boundedness and moment exponential stability of the solution of NSDDEs with Marko-
vian switching. Mao et al. [] investigated the almost surely asymptotic stability of NS-
DDEs. Bao et al. [] discussed the stability in distribution of NSDDEs with Markovian
switching.

On the other hand, the noise and time delays are often the sources of instability and
they may destabilize stable systems if they exceed their limits (see [, ] and []). Shen
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and Wang [] studied the noise-induced stabilization of the recurrent neural networks
with mixed time-varying delays and Markovian switching parameters. In [], they contin-
ued to analysis the robustness of global exponential stability of recurrent neural networks
in the presence of time delays and random disturbances. In [–], the authors investi-
gated the robustness of global exponential stability of stochastic systems (with Markovian
switching) in the presence of time-varying delays or noises. The stability of the systems
often also depends on a neutral term. Shen and Wang [] discussed the robustness of
global exponential stability of nonlinear systems in the presence of time delays and neu-
tral terms.

In this paper, we will consider a class of nonlinear stochastic systems with respect to
neutral terms and time-varying delays. By using a subtle inequality, a sufficient condition
ensuring robust exponential stability is obtained and the upper bounds of the allowable
time delay and the neutral term contraction coefficient for global exponential stability are
characterized. We prove theoretically that, for a globally exponentially stable nonlinear
stochastic system, if the time delay and neutral term contraction coefficient are smaller
than the derived upper bounds, then the perturbed nonlinear stochastic system is guar-
anteed to stay globally exponentially stable.

The rest of this paper is organized as follows. Some preliminaries and assumptions are
introduced in Section . In Section , the robustness of global exponential stability of non-
linear stochastic systems with respect to neutral terms and time-varying delays is analyzed
and a corollary for our theorem is derived. In Section , a numerical example is given to
illustrate the theoretical result. Finally, concluding remarks are given in Section .

2 Preliminaries and assumptions
Throughout this paper, unless otherwise specified, let (�,F , {Ft}t≥,P) be a complete
probability space with a filtration {Ft}t≥ satisfying the usual conditions (i.e., it is right
continuous and F contains all P-null sets). Let w(t) = (w(t), . . . , wm(t))T , t ≥ , be an
m-dimension Brownian motion defined on the probability space. Let | · | be the Euclidean
norm in R

n. If A is a vector or matrix, its transpose is denoted by AT . If A is a matrix,
its trace norm is denoted by |A| =

√
trace(AT A). Let C([–τ̄ , ];Rn) denote the family of

continuous functions ϕ from [–τ̄ , ] to R
n with the norm ‖ϕ‖ = sup–τ̄≤θ≤ |ϕ(θ )|. For

p > , denote by Lp
F

([–τ̄ , ];Rn) the family of all F-measurable, C([–τ̄ , ];Rn)-valued
random variables ξ such that E‖ξ‖p < ∞. Denote by Cb

F
([–τ̄ , ],Rn) the family of all

F-measurable, bounded, and C([–τ̄ , ];Rn)-valued random variables.
In this paper, we will consider a nonlinear neutral type time-varying delay stochastic

system of the form

⎧
⎪⎪⎨

⎪⎪⎩

d[y(t) – G(y(t – τ (t)))]

= f (y(t), y(t – τ (t)), t) dt + g(y(t), y(t – τ (t)), t) dw(t), t > t,

y(t) = ψ(t – t), t – τ̄ ≤ t ≤ t,

(.)

where f : Rn ×R
n ×R+ → R

n, g : Rn ×R
n ×R+ → R

n×m, G : Rn → R
n, t > , w(t) is an

m-dimension Brownian motion defined on the probability space (�,F , {Ft}t≥,P), τ (t) is
a time-varying delay, which satisfies τ (t) : [t, +∞) → [, τ̄ ], τ̇ (t) ≤ μ < , ψ = {ψ(s) : –τ̄ ≤
s ≤ } ∈ Cb

F
([–τ̄ , ],Rn). Assume that f , g , and G satisfy the following assumptions:
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Assumption . For all u, v, ū, v̄ ∈R
n and t ∈R+, there exists a constant K >  such that

∣∣f (u, ū, t) – f (v, v̄, t)
∣∣ ≤ K

(|u – v| + |ū – v̄|).

Moreover, for any t ∈R+, f (, , t) ≡ .

Assumption . For all u, v, ū, v̄ ∈R
n and t ∈R+, there exists a positive constant K such

that

∣∣g(u, ū, t) – g(v, v̄, t)
∣∣ ≤ K

(|u – v| + |ū – v̄|).

Moreover, for any t ∈R+, g(, , t) ≡ .

Assumption . For all u, v ∈ R
n, there exists a constant k ∈ (, ) such that

∣∣G(u) – G(v)
∣∣ ≤ k|u – v|.

Moreover, G() = .

It is well known that for any given initial value t and ψ , according to Assumptions .-
., system (.) has a unique state y(t; t,ψ) when t ≥ t – τ̄ []. Besides, system (.) has
a trivial state y ≡ .

In case of no any time delay and neutral term, system (.) has the following form:
⎧
⎨

⎩
dx(t) = f (x(t), x(t), t) dt + g(x(t), x(t), t) dw(t), t > t,

x(t) = ψ() ∈R
n.

(.)

From [], according to Assumptions . and ., for any given initial value t and ψ(),
system (.) exists a unique state x(t; t,ψ()). And, x ≡  is the trivial state of system
(.). With the purpose of analyzing the stability of systems (.) and (.), we give the
definition of the global exponential stability of the two systems as follows:

Definition . Let p ≥ , if for any t ∈ R+ and ψ() ∈ R
n, there exist positive constants

α and β such that

E
∣∣x

(
t; t,ψ()

)∣∣p ≤ α
∣∣ψ()

∣∣ exp
(
–β(t – t)

)
, t ≥ t,

where x(t; t,ψ()) is the state of system (.), then the state of system (.) is pth moment
globally exponentially stable. The state of system (.) is pth moment globally exponen-
tially stable if for any t ∈R+, ψ ∈ Cb

F
([–τ , ];Rn), there exist α̃ >  and β̃ >  such that

E
∣∣y(t; t,ψ)

∣∣p ≤ α̃‖ψ‖ exp
(
–β̃(t – t)

)
, t ≥ t,

i.e., the Lyapunov exponent

lim sup
t→∞

(
ln

(
E

∣∣y(t; t,ψ)
∣∣p)/t

)
< ,

where y(t; t,ψ) is the state of system (.).
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From the above definitions, it is clear that the almost surely global exponential stability
of system (.) implies the pth moment global exponential stability of system (.) (see [])
but not vice versa. However, if Assumptions .-. hold, we can get the following lemma
(see Theorem ., p. in []).

Lemma . Let Assumptions .-. hold. The pth moment global exponential stability of
system (.) implies the almost surely global exponential stability.

Meanwhile, in order to obtain our result, we also need another lemma (see Theorem .,
p. in []).

Lemma . Let p ≥  and h : Rn ×R
n × [t, t] →R

n×m, such that

E

∫ t

t

∣∣h(s)
∣∣p ds < ∞.

Then

E

∣∣∣∣

∫ t

t

h(s) dw(s)
∣∣∣∣

p

≤
(

p(p – )


)p/

(t – t)
p–

 E

∫ t

t

∣∣h(s)
∣∣p ds.

In particular, for p = , there is equality.

3 Main results
In this section, we will give the quantitative analysis regarding the effect of time delay
and neutral term on global exponential stability of nonlinear stochastic systems. In the
following theorem, we will show that if system (.) is pth moment globally exponentially
stable, system (.) may remain to be pth moment globally exponentially stable provided
that time delay τ̄ and contraction coefficient k are sufficiently small.

Theorem . Let Assumptions .-. hold and system (.) be pth moment globally expo-
nentially stable, then system (.) is pth moment globally exponentially stable and almost
surely globally exponentially stable, if τ̄ < τ̃ , τ̃ is a unique positive solution of the transcen-
dental equation

[
c
p–(k)p

(


 – μ
+


 – μ

)
+ 

p–kp

 – μ
+ p–cc

+
cc

pβ
(α)P +

(
p–cτ̄ + p–kp)

(
 +


 – μ

)]

× p– exp
(

c

(
p– + p–) + 
ccp–) + p–αp exp

(
–pβ(
 – τ̄ )

)
= , (.)

where

c =
(




ε

)p–

Kp
 +

[

p(p – )

]p/ Kp



( – ε)p– ,

c = p–kpτ̄

(


 – μ
+


 – μ

)
+

[
(τ̄ )p–Kp

 +


τ̄

[
p(p – )τ̄

]p/(K)p
]

τ̄ 

 – μ
,
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c =
[

(τ̄ )p–Kp
 +


τ̄

[
p(p – )τ̄

]p/(K)p
]
τ̄

(
 +


 – μ

)
,

ε is an adjustable parameter, ε ∈ (, ), and 
 is a step, 
 – τ̄ > ln(p–αp)/pβ > .

Proof Fix t,ψ = {ψ(t), –τ̄ ≤ t ≤ }, for simplicity, we write x(t; t,ψ()), y(t; t,ψ) as x(t),
y(t) respectively. From system (.) and system (.), for any t ≥ t, we have

x(t) – y(t) + G
(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))

=
∫ t

t

[
f
(
x(s), x(s), s

)
– f

(
y(s), y

(
s – τ (s)

)
, s

)]
ds

+
∫ t

t

[
g
(
x(s), x(s), s

)
– g

(
y(s), y

(
s – τ (s)

)
, s

)]
dw(s),

when t ≤ t + 
, by Assumptions . and ., the Hölder inequality, and Lemma ., we
derive

E
∣∣x(t) – y(t) + G

(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))∣∣p

≤ 
εp– E

∣∣∣∣

∫ t

t

[
f
(
x(s), x(s), s

)
– f

(
y(s), y

(
s – τ (s)

)
, s

)]
ds

∣∣∣∣

p

+


( – ε)p– E

∣∣∣∣y
∫ t

t

[
g
(
x(s), x(s), s

)
– g

(
y(s), y

(
s – τ (s)

)
, s

)]
dw(s)

∣∣∣∣

p

≤
(




ε

)p– ∫ t

t

E
∣∣f

(
x(s), x(s), s

)
– f

(
y(s), y

(
s – τ (s)

)
, s

)∣∣p ds

+


( – ε)p–

[
p(p – )/

]p/(
)
p–



×
∫ t

t

E
∣∣g

(
x(s), x(s), s

)
– g

(
y(s), y

(
s – τ (s)

)
, s

)∣∣p ds

≤
(




ε

)p–

Kp


[∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds +
∫ t

t

E
∣∣x(s) – y

(
s – τ (s)

)∣∣p ds
]

+





[

p(p – )

]p/ Kp


( – ε)p–

×
[∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds +
∫ t

t

E
∣∣x(s) – y

(
s – τ (s)

)∣∣p ds
]

:= c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + c

∫ t

t

E
∣∣x(s) – y(s) + y(s) – y

(
s – τ (s)

)∣∣p ds

≤ (
p– + 

)
c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + p–c

∫ t

t

E
∣∣y(s) – y

(
s – τ (s)

)∣∣p ds, (.)

where c = ( 

ε

)p–Kp
 + 



[
p(p – )]p/ Kp


(–ε)p– .

By (.) and Assumptions .-., we get

E
∣∣y(s) – y

(
s – τ (s)

)∣∣p

≤ p–
E

∣∣G
(
y
(
s – τ (s)

))
– G

(
y
(
s – τ (s)

))∣∣p + p–
∫ s

s–τ̄

E
∣∣f

(
y(r), y

(
r – τ (r)

)
, r

)
dr

∣∣p
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+ p–
E

∣∣∣∣

∫ s

s–τ̄

g
(
y(r), y

(
r – τ (r)

)
, r

)
dw(r)

∣∣∣∣

p

≤ p–kp
E

∣∣y
(
s – τ (s)

)
– y

(
s – τ (s)

)∣∣p

+ (τ̄ )p–
∫ s

s–τ̄

E
∣∣f

(
y(r), y

(
r – τ (r)

)
, r

)∣∣p dr

+ p–[p(p – )/
]p/(τ̄ )

p–
 E

∫ s

s–τ̄

∣∣g
(
y(r), y

(
r – τ (r)

)
, r

)∣∣p dr

≤ p–kp
E

∣∣y
(
s – τ (s)

)
– y

(
s – τ (s)

)∣∣p

+ (τ̄ )p–Kp


[∫ s

s–τ̄

E
∣∣y(r)

∣∣p dr +
∫ s

s–τ̄

E
∣∣y

(
r – τ (r)

)∣∣p dr
]

+


τ̄

[
τ̄p(p – )

]p/(K)p
[∫ s

s–τ̄

E
∣∣y(r)

∣∣p dr +
∫ s

s–τ̄

E
∣∣y

(
r – τ (r)

)∣∣p dr
]

. (.)

In addition, for t + τ ≤ t ≤ t + 
,

p–kp
∫ t

t+τ̄

E
∣∣y

(
s – τ (s)

)
– y

(
s – τ (s)

)∣∣p ds

≤ p–kp
∫ t

t+τ̄

E
∣∣y

(
s – τ (s)

)∣∣p ds + p–kp
∫ t

t+τ̄

E
∣∣y

(
s – τ (s)

)∣∣p ds

≤ p–kp 
 – μ

∫ t–τ̄

t

E
∣∣y(s)

∣∣p ds + p–kp 
 – μ

∫ t–τ̄

t–τ̄

E
∣∣y(s)

∣∣p ds

≤ p–kp 
 – μ

∫ t–τ̄

t

E
∣∣y(s)

∣∣p ds + p–kp 
 – μ

∫ t

t–τ̄

E
∣∣y(s)

∣∣p ds

+ p–kp 
 – μ

∫ t–τ̄

t

E
∣∣y(s)

∣∣p ds

≤ p–kp τ̄

 – μ

(
sup

t–τ̄≤s≤t
E

∣∣y(s)
∣∣p

)
+ p–kp

(


 – μ
+


 – μ

)∫ t–τ̄

t

E
∣∣y(s)

∣∣p ds

≤ p–kp τ̄

 – μ

(
sup

t–τ̄≤s≤t
E

∣∣y(s)
∣∣p

)
+ p–kp

(


 – μ
+


 – μ

)∫ t+τ̄

t

E
∣∣y(s)

∣∣p ds

+ p–kp
(


 – μ

+


 – μ

)∫ t–τ̄+


t+τ̄

E
∣∣y(s)

∣∣p ds

≤ p–kp τ̄

 – μ

(
sup

t–τ̄≤s≤t
E

∣∣y(s)
∣∣p

)

+ p–kpτ̄

(


 – μ
+


 – μ

)(
sup

t≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ (
 – τ̄ )p–kp
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

≤ p–kp
[

τ̄

 – μ
+ τ̄

(


 – μ
+


 – μ

)](
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ 
p–kp
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

. (.)
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By reversing the order of integration, we get

∫ t

t+τ̄

ds
∫ s

s–τ̄

E
∣∣y(r)

∣∣p dr

=
∫ t

t

dr
∫ min(r+τ̄ ,t)

max(t+τ̄ ,r)
E

∣∣y(s)
∣∣p ds

≤ τ̄

∫ t

t

E
∣∣y(s)

∣∣p ds. (.)

Similarly, we can derive

∫ t

t+τ̄

ds
∫ s

s–τ̄

E
∣∣y

(
r – τ (r)

)∣∣p dr

=
∫ t

t

dr
∫ min(r+τ̄ ,t)

max(t+τ̄ ,r)
E

∣∣y
(
s – τ (s)

)∣∣p ds

≤ τ̄

∫ t

t

E
∣∣y

(
s – τ (s)

)∣∣p ds

≤ τ̄

 – μ

∫ t

t–τ̄

E
∣∣y(s)

∣∣p ds

≤ τ̄ 

 – μ

(
sup

t–τ̄≤s≤t
E

∣∣y(s)
∣∣p

)
+

τ̄

 – μ

∫ t

t

E
∣∣y(s)

∣∣p ds. (.)

Therefore, when t ≥ t + τ̄ , by substituting (.)-(.) into (.), we have

∫ t

t+τ̄

E
∣∣y(s) – y

(
s – τ (s)

)∣∣p ds

≤ p–kpτ̄

(


 – μ
+


 – μ

)(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+
[

(τ̄ )p–Kp
 +


τ̄

[
τ̄p(p – )

]p/(K)p
]

τ̄ 

 – μ

(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ 
p–kp
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+
[

(τ̄ )p–Kp
 +


τ̄

[
τ̄p(p – )

]p/(K)p
]
τ̄

(


 – μ
+ 

)∫ t

t

E
∣∣y(r)

∣∣p dr

:= c

(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ c

∫ t

t

E
∣∣y(r)

∣∣p dr

+ 
p–kp
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

. (.)

From (.) and (.), when t ≤ t + 
, we get

E
∣∣x(t) – y(t) + G

(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))∣∣p

≤ (
p– + 

)
c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + p–c

∫ t+τ̄

t

E
∣∣y(s) – y

(
s – τ (s)

)∣∣p ds
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+ p–c

∫ t

t+τ̄

E
∣∣y(s) – y

(
s – τ (s)

)∣∣p ds

≤ (
p– + 

)
c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + p–cτ̄

(
 +


 – μ

)(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–cc

(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–cc

∫ t

t

E
∣∣y(s) – x(s) + x(s)

∣∣p ds

+ c
p–kp
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

≤ (
p– + 

)
c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + p–cτ̄

(
 +


 – μ

)(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–cc

(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–cc

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds

+ c
p–(k)p
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+
cc

pβ
(α)p

(
sup

t–τ̄≤s≤t
E

∣∣y(s)
∣∣p

)

≤ [(
p– + 

)
c + p–cc

] ∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds

+ c
p–(k)p
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+
[

p–cc +
cc

pβ
(α)p + p–cτ̄

(
 +


 – μ

)](
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

. (.)

Note that 
 ≥ τ̄ , when t + τ̄ ≤ t ≤ t + 
, by Assumption ., we have

E
∣∣G

(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))∣∣p

≤ kp
E

∣∣y
(
t – τ (t)

)
– y

(
t – τ (t)

)∣∣p

≤ p–kp
(

sup
t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–kp
(

sup
t+τ̄≤s≤t+


E
∣∣y

(
s – τ (s)

)∣∣p
)

≤ p–kp
(

sup
t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+
p–kp

 – μ

(
sup

t≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

≤ p–kp
(

 +


 – μ

)(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+
p–kp

 – μ

(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

. (.)

By (.) and (.), we further have

E
∣∣x(t) – y(t)

∣∣p

≤ p–
E

∣∣x(t) – y(t) + G
(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))∣∣p

+ p–
E

∣∣G
(
y
(
t – τ (t)

))
– G

(
y
(
t – τ (t)

))∣∣p
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≤ [(
p– + p–)c + p–cc

] ∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds

+ c
p–(k)p
(


 – μ

+


 – μ

)(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+
[

p–cc +
cc

pβ
(α)p + p–cτ̄

(
 +


 – μ

)](
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+ p–kp
(

 +


 – μ

)(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

+
p–kp

 – μ

(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

≤ [(
p– + p–)c + p–cc

] ∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds

+
[

c
p–(k)p
(


 – μ

+


 – μ

)
+

p–kp

 – μ

](
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+
[

p–cc +
cc

pβ
(α)p +

(
p–cτ̄ + p–kp)

(
 +


 – μ

)](
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

:= c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + c

(
sup

t+τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+ c

(
sup

t–τ̄≤s≤t+τ̄

E
∣∣y(s)

∣∣p
)

≤ c

∫ t

t

E
∣∣x(s) – y(s)

∣∣p ds + c

(
sup

t–τ̄+
≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+ (c + c)
(

sup
t–τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

. (.)

When t + τ̄ ≤ t ≤ t + 
, by applying the Gronwall inequality [], we get

E
∣∣x(t) – y(t)

∣∣p ≤ c exp(
c)
(

sup
t–τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+ (c + c) exp(
c)
(

sup
t–τ̄+
≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

. (.)

Therefore,

E
∣∣y(t)

∣∣p ≤ [
p–(c + c) exp(
c) + p–αp exp

(
–pβ(t – t)

)](
sup

t–τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

+ p–c exp(
c)
(

sup
t–τ̄+
≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

, (.)

when t – τ̄ + 
 ≤ s ≤ t – τ̄ + 
.
From (.), if τ̄ < τ̃ ,  – p–c exp(
c) > , we have

sup
t–τ̄+
≤s≤t–τ̄+


E
∣∣y(s)

∣∣p ≤ p–(c + c) exp(
c) + p–αp exp(–pβ(t – t))
 – p–c exp(
c)

×
(

sup
t–τ̄≤s≤t–τ̄+


E
∣∣y(s)

∣∣p
)

, (.)

where ĉ = p–(c+c) exp(
c)+p–αp exp(–pβ(t–t))
–p–c exp(
c) . Also, when τ̄ < τ̃ , ĉ < .
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When t – τ̄ + 
 ≤ s ≤ t – τ̄ + 
, let

∂ ln ĉ
∂ε

= .

We have
[

∂

∂ε
(c + c) + 
(c + c)

∂

∂ε
c

](
 – p–c exp(
c)

)
+

[
p–(c + c) exp(
c)

+ p–αp exp
(
–pβ(t – t)

)] ×
[

∂

∂ε
c + 
c

∂

∂ε
c

]
= , (.)

that is,

{[
(c + c) + 
cp–kp

(
 +


 – μ

)]

+ c
[

c(c + c) + 
cc(α)p exp

(
–pβ(t – t)

)]

+
[

cp–kp
(

 +


 – μ

)
– (c + c)

p–kp

 – μ

]
exp(
cc)

+
[

p–c + 
c
p–kp

 – μ

]
αp exp

(
–pβ(t – t)

)}

×
[

(
)p–Kp
 ( – p)


εp +





[

p(p – )

]p/Kp
 ( – p)

–
( – ε)p

]
= , (.)

where

c = (
)p–Kp
 , c =





[

p(p – )

]p/Kp
 ,

c = p– + p– + p–c, c = p–
(k)p
(


 – μ

+


 – μ

)
,

c = p–c +
c

pβ
(α)p + p–τ̄

(
 +


 – μ

)
.

Thus, we further have

[
(
)p–(–K)p –





[

p(p – )

]p/Kp


]
εp

+ (
)p–Kp
 (–)p–εp– + · · · + (
)p–Kp

 =  or
[

(c + c) + 
cp–kp
(

 +


 – μ

)]

+
[

cp–kp
(

 +


 – μ

)
– (c + c)

p–kp

 – μ

]
(.)

× exp(
cc) +
[

p–c + 
c
p–kp

 – μ

]
αp exp

(
–pβ(t – t)

)

+
[
cε

–p + c( – ε)–p]

× [

c(c + c) + 
cc(α)p exp

(
–pβ(t – t)

)]
= .
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From (.), it is easy to see that there exists a unique τ̄ such that τ̄ = τmax, when ε ∈
(, ).

Choosing γ = –ĉ/
, we have

sup
t–τ̄+
≤t≤t–τ̄+


E
∣∣y(t; t;ψ)

∣∣p ≤ exp(–γ
)
(

sup
t–τ̄≤t≤t–τ̄+


E
∣∣y(t; t;ψ)

∣∣p
)

. (.)

Then, for any positive integer m = , , . . . , by the existence and uniqueness of the state of
system (.), when t ≥ t – τ̄ + (m – )
, we have

y(t; t,ψ) = y
(
t; t – τ̄ + (m – )
, ỹ

(
t – τ̄ + (m – )
; t,ψ

))
. (.)

From (.) and (.)

sup
t–τ̄+m
≤t≤t–τ̄+(m+)


E
∣∣y(t; t;ψ)

∣∣p

=
(

sup
t–τ̄+(m–)
+
≤t≤t–τ̄+(m–)
+


E
∣∣y

(
t; t – τ̄ + (m – )
,

ỹ
(
t – τ̄ + (m – )
; t,ψ

))∣∣p
)

≤ exp(–γ
)
(

sup
t–τ̄+(m–)
≤t≤t–τ̄+m


E
∣∣y(t; t;ψ)

∣∣p
)

· · ·
≤ exp(–γ m
)

(
sup

t–τ̄≤t≤t–τ̄+


E
∣∣y(t; t;ψ)

∣∣p
)

= c exp(–γ m
), (.)

where c = supt–τ̄≤t≤t–τ̄+
 E|y(t; t;ψ)|p. Thus, for any t ≥ t + 
, there exists a positive
integer m such that t – τ̄ + m
 ≤ t ≤ t – τ̄ + (m + )
, we have

E
∣∣y(t; t;ψ)

∣∣p

≤ c exp(–γ t + γ t + γ
)

= c exp(γ
) exp
(
–γ (t – t)

)
. (.)

The inequality (.) is also true when t – τ̄ ≤ t ≤ t – τ̄ +
. So system (.) is pth moment
globally exponentially stable. According to Lemma ., system (.) is also almost surely
globally exponentially stable. �

If let p = , ε = 
 in Theorem ., we obtain the following corollary.

Corollary . Let Assumptions .-. hold and system (.) is pth moment globally ex-
ponentially stable, then system (.) is mean square globally exponentially stable and also
almost surely globally exponentially stable, if τ̄ < τ̃ , τ̃ is a unique positive solution of the
transcendental equation

[[

k

(


 – μ
+


 – μ

)
+ c̃ + c̃α

/β + τ̄

(
 +


 – μ

)]
c̃ + k

(
 +


 – μ

)]

×  exp
(

c̃( + c̃)

)
+ α exp

(
–β(
 – τ̄ )

)
= , (.)
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where

c̃ = 
K
 + K

 ,

c̃ = kτ̄

(


 – μ
+


 – μ

)
+

(
τ̄K

 + K

) τ̄ 

 – μ
,

c̃ =
(
τ̄K

 + K

)
τ̄

(
 +


 – μ

)
,


 is a step, 
 – τ̄ > ln(α)/(β) > .

Remark . Theorem . shows that when system (.) without delays and neutral terms
is globally exponentially stable, system (.) induced by time delays and neutral terms can
be globally exponentially stable and almost surely globally exponentially stable if the delays
are smaller than the given upper bound and the neutral terms are sufficiently small.

Remark . From the proof of Theorem ., we can see that the upper bound of param-
eter uncertainty delays is derived through a subtle inequality and a transcendental equa-
tion. By using software such as MATLAB or Mathematica, the derived conditions in the
theorem can be verified easily.

4 Numerical example
In this section, we give an example with numerical simulation to illustrate our result in
the preceding section.

Example . Consider a two-state neutral type delay system

⎧
⎨

⎩
d[y(t) – k cos y(t – τ (t))] = –.y(t – τ (t)) dt + .y(t – τ (t)) dw(t),

d[y(t) – k cos y(t – τ (t))] = –.y(t – τ (t)) dt + .y(t – τ (t)) dw(t),
(.)

where τ (t) is the time-varying delay and k ∈ (, ). According to Theorem . in [], the
system without time-varying delays and neutral terms

⎧
⎨

⎩
dx(t) = –.x(t) dt + .x(t) dw(t),

dx(t) = –.x(t) dt + .x(t) dw(t)
(.)

is globally exponentially stable with α = ., β = ..
Let 
 = ., μ = , k = ., K = ., K = .. By Corollary ., choosing ε = 

 , and
solving the following transcendental equation:

[
.

(
. + .τ̄ + (.τ̄ + .)τ̄  + .τ̄ (.τ̄ + .)

)
+ .

]

×  exp
(
.

(
 + τ̄ (.τ̄ + .)

))
+ . exp(–. + τ̄ ) = , (.)

we can obtain its unique solution τ̃ ≈ . and 
– τ̃ = . > ln(.) = .. Thus,
system (.) is globally exponentially stable (see Figure , when τ̃ = ., k = .).
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Figure 1 Stable states of the system in (4.1) with τ̃ = 0.2390, k = 0.04.

5 Conclusion
This paper studies the robust stability of global exponential stability of nonlinear stochas-
tic systems in the presence of time-varying delays and neutral terms. The result shows that
a globally exponentially stable nonlinear stochastic system perturbed by both time delays
and neutral terms can sustain global exponential stability provided that the delays are,
respectively, smaller than the given upper bounds and the neutral terms are sufficiently
small.
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