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Abstract

This paper applies the Banach fixed point theorem to the study of the dynamical
behavior of a three dimensional Boussinesq system with the temperature-dependent
viscosity and thermal diffusivity under smooth external forces. We show that this
system possesses time-periodic solutions bifurcating from a steady solution.
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1 Introduction

The Banach fixed-point theorem is one of the most celebrated results in fixed-point theory
and it states that a contraction on a complete metric space has a unique fixed point; its
proof hinges on ‘Picard iterations. This method is applicable to a variety of subjects such as
partial differential equations and engineering of image processing. In this paper, we apply
the Banach fixed-point theorem to the study of the Hopf bifurcation of the Boussinesq
system with the temperature-dependent viscosity and thermal diffusivity under external

time-independent forces,

U +(U-VU -V - (W(T)VU) + VP = Tez + f, (1.1)
T+ U - V)T -V - (k(T)VT) = hy, (1.2)
V.-U=0, (1.3)

where (t,x) € R* x R3, U is the velocity field, T is the temperature function, the viscosity v
and the thermal diffusivity « depend on the temperature, P denotes the pressure, the vec-
tor e3 = (0,0,1), fy, and A, are external time-independent forces, which depend smoothly
on some parameter «. One may refer to the literature [1] for the derivation of this model
and the related parameters.

The Boussinesq system is a very important model in fluid mechanics. It exhibits ex-
tremely rich phenomena. For example, Rayleigh-Bénard convection, geophysical fluid dy-
namics (see [2—6]). One of the key problems in the study of the dynamic behavior for the
Boussinesq system is how to understand the bifurcation of solutions. To our knowledge,
there are no results concerning the dynamical behavior of a Boussinesq system with v and
k depending on the temperature.
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We assume that v(7') and «(T) satisfy

vO ), kP <0 fork=0,1, w
vO()=k®()=0 fork=2,3,..., '

where v(-) and «(-) are smooth functions and are analytic at 0.

Due to the technical restriction, two cases are still open. One is the case of V0 (-), k¥ () #
0 for k = 2,3,...; the other case is that v(T) and «(T) are not smooth functions. We also
assume that external forces f;, and /4, can be chosen suitably such that (U, (x) + U,,, To (%) +
T,,,Py(x)) are a smooth solution of the steady Boussinesq system

-V (W(T)VU) + (U -V)U + VP =Tes + f,
-V (k(T)VT) + (U - V)T = hg,

vV-u=o0,
where U,, = (¢1,0,0)7, T;; = (c1,0,0)7, and

lim U,(x)=0, lim T,(x)=0.

|x|— 00 |x|—o00

Linearizing system (1.1)-(1.2) around the steady state (Uy (x) + U, Ty (x) + T¢,, Py (%)), we
obtain

U+ O+ g - Vutu-Viug+u-Vu-V-(v(v+ Ty +T,)Vu) - Vp
-V ((vv+ Ty + Te)) = v(To + Tp,)) Vite) — ves = 0, (1.5)

Vit v+ Ty - Vv+u-VIg+u-Vv=V - (k(v+ Ty + Tp)Vv)

-V (k@ + T + Te) = &(To + T,))VTy) =0, (1.6)
with the incompressibility condition V - « = 0. This condition leads to V - (uu”) = u - Vi +
uV-u=u-Vu.
Thus it follows from (1.4)-(1.6) that
Up + C0x U + Vo Au + v(/)claxl,qu +V- (uauT) +V. (uug) +V. (uvT) - Vp
—oV - ((v+ To)Vu) = vV - (W) — ves =0, (1.7)
Vi 4 C10x V+ Ko AV + K(’)claxlxlv +Ty - Vv+u-VTy+u-Vv
+koV - (v + Ty)Vv) =k V - (vWT,) = 0. (1.8)

The vorticity associated with the velocity field u of the fluid is defined by w = V x u. Note
that V x V - (uu®) = V - (wu” — uw?). We can obtain the vorticity equation from (1.7) as
Wr + Vo Aw + €10y @ + v(’)claxlxla) +V. (wauT - uaa)T) +V. (a)ug - ua)g)
+V - (ou” —uw") =gV - (V x (v+ T,)Vu" + (v+ T,) Vo)

V- ((V x V)Vl +vWVWa, ) - dy,v=0. (1.9)
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Note that the space of divergence free vector fields is invariant under the evolution (1.9).
We can assume that V - w = 0. Moreover, we can reconstruct the velocity u from the vor-

ticity w by solving the equation
V X u-=ow, V-w=0.

On the other hand, the Biot-Savart law shows that the velocity field u is defined in terms

of the vorticity
1 _ L
ux) =—— wdy, xeR3. (1.10)
ix o x—yP

Let ¢ = (w,v)T. Then we can rewrite system (1.8)-(1.9) as the evolution equation

d

d—‘f +No +Glp) = Fp), (1.11)
where

N = VoA + Claxl + V(/)Cl 8x1x1 _axs

0 K()A +C Bxl + K(/)Claxlxl

and

Glp) = <g1>, F(p) = (gg)

§53 &4

with

g=V- (a)auT — g’ - oul + uwl —vj(V x T)Vu® + v{)TD,Va)T
~vy(V x V)Vul +vpyVal),
©=Ty - Vv+u-VTu—kyV-(WT,-T,Vv),
g =-V - (ou” —uw” —vy(V xv)Vu" +vVol),
ga=-u-Vv—iyV-(vVv).
To reach the essential spectrum of the operator -N +G) up to the imaginary axis, we
need to make a similar assumption to [7]:
(H1) Forany « € [t — g, + o], O is not an eigenvalue of N +G.

(H2) For o = «, the operator —(./V + @’) has two pairs of eigenvalues (A, 1) and
(Ag, mg) satisfying

Ag () = i (o) = £i&g #0,  for &> 0,

d d
% Re(k§(a))|a:ac: % Re(ﬂjot(a))h:(xc > 0.

(H3) The remaining eigenvalue of —(A + G) is strictly bounded away from the
imaginary axis in the left half plane for all o € [o. — @0, @t + o).
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Under the generic assumption that the cubic coefficient terms a;, a4, # 0 in (2.40)-(2.41),

our main result is stated thus.

Theorem 1.1 Assume that (H1)-(H3) hold. Then system (1.1)-(1.3) has a one-dimensional

family of small time-periodic solutions, i.e.
Ux,t) = Ulx, t + 2 /8), T(x,t) = T(x, ¢+ 27 /&)
with o = a, + €, € € (0,0). Moreover, & = & + O(¢€), & = & + O(€) and

|tx, ) HCg(RSX[O,Zﬂ/El]) =0(e), | TG, t) ”cg(RSx[o,zn/gz]) =0(e).

2 Proof of Theorem 1.1

We consider the following standard Sobolev space and spatially weighted Lebesgue space:
W= (s |l 2= X0, IDPulfy < o0}, L= ([l 2= fro 0™ (" ()b < o) with
the weighted function p(x) = m We denote WIZ, by H? with the norm ||u|lwr =
Z\ﬂ\ip ||D‘3u||i2. When g = 2, the Fourier transform is an isomorphism between H” and
LZ with ”””L}, = || p?ul|12. We also introduce the space X := {# = (u,,) ez : |1]|x < 00} and
the weighted spaces ££ = LY x LY, H” = H" x H", X = X x X, which are equipped
with the norms ullx = Yz lunlliwn, @l := lullx + 1Vlx @l gp o= el + [Vl
@ lim := llwellgwn + [V]|pom for Vo = (u,v)7 € L or X.

Next, we look for 27 time-periodic solutions of

d
g d—f +No+Glg) = E(p), @1)

where

0]

_ & 0 N o VoA + €10y, + V(C10xx, 0y,
0 &)’ 0 Ko + €1y + K)C10x1, |

and

with

g =V (g’ —u,0" —oul +usl —vj(V x T,)Vu" + T, Vo
—vp(V x ) Vul + v(,va(f),
& =Ty - Vv+u-VT,—k)V-(WVT,-T,Vv),
g£=-v. (a)uT —uw’ —vy(V x )Vul + VVa)T), (2.2)

gt =—u-Vv—«[V- (V). (2.3)
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According to the classical result in [8], we know that the essential spectrum of the operator
N + G is a relatively compact perturbation of V. It has the essential spectrum

essspec(fv )
= {A eC:a= (—vO|y|2 —vpern|? + ieyr, —koly* = kgerln|? + icyl),y € RS}.
Moreover, the spectra of ' + G and A\ only differ by isolated eigenvalues of finite multi-
plicity. The above spectrum properties are critical to prove our main result.
For convenience, we rewrite (2.1) as
sla)t = Mla) + gs(w! u, V)r (24)

Eve = Myv + g4 (0, 1,v), (2.5)
where g5 and g, defined in (2.2)-(2.3),

Miw = Mo + g' = VAW + V)€1 3y @ + €13 @ — Dy v + &, (2.6)

Mav = Myv + g% = kg AV + k(€13 V + C1O, V + g7 (2.7)

We make the ansatz w(x,t) = >, ; w.(x)e™ and v(x,£) = >, vu(x)e™ to (2.4)-(2.5).

Then we obtain

neZ

(in& — Mi)w, = g (o, u,v), (2.8)

(inky — Ma)vy, = gh(w,u,v), (2.9)

where ¢ (0, u, V)(x,8) = >, 7 &5 (w, u, V)™, g*(w, u, V) (%, 1) = Y, 7 G (w, u, v)e™.

Note that we are interested in a real valued solution only. So we will always suppose that
(W Vi) = (0_y, v_y) for n € Z. These series are uniformly convergent on R® x [0,27] in the
spaces which we have chosen. More precisely, we have the following three results, which
are taken from [7, 9].

Lemma 2.1 A linear operator ] : X — C)(R® x [0,7],C?) is defined by

T, 1) = o, £) i= ) up@)e™,  u=(up)nez € X.

neZ

Then | is bounded. Here C? denotes the twice continuous differentiable function space.

Lemma 2.2 For u = (Uy)nez, V = (Vu)uez € X, the convolution u = v € X is defined by

(u*xv), = Zun,kvk, nel.
keZ

Then there exists C > 0 such that |uxv|x < Cllullx||vlx-

Lemma 2.3 Let a linear operator M : X — X be defined component-wise as (Mu), =
Myuy for u = (up)nez. Then |Mulx = (Mo llwm—nm + sup,cz: oy 1M llm—pm) el x.
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By (H2) and (H3), we know that the operators M; and M, have two eigenvalues )»Oi(ot)
and uu7 (@), respectively, and all other eigenvalues of M; and M, are strictly bounded away
from the imaginary axis in the left half plane. Thus we construct the M;-invariant (j = 1,2)
projections P4 . by

Prw = (V" 0) ¥, Paw= (¥ w)v, (2.10)
PI,CV = (KV’*, V)Lz 1[f+r P—l,cv = (!ﬂ_’*» V)Lz w_: (211)

where ¥ * denotes the associated normalized eigenfunctions, ¥ ** denotes the associated
normalized eigenfunctions of the adjoint operator M;. The bounded ‘stable’ part of the
projectionis Py; s =1 — P, and we also know that Py M; = M;P. . and P M; = M;P ;.
Thus we can split wy; and vy as @) = w10 + W15, W1 = W_1 + O_15, V1 = V1 + V15, and
Vo1 = Voyc + Vo, Where i1 = Piycon, 0415 = Paason, vare = Payevr, and vags = Pagonr.

Applying the above decompositions to (2.8)-(2.9), we have

(in& — My)w, :g,f(a), u,v), n==+2,43,..., (2.12)
(inky — My)vy, = gH(w,u,v), n==42,43,..., (2.13)
Mwo = g3(w,u,v), n=0, (2.14)
Myvo = gg(w,u,v), n=0, (2.15)
(L&) — My)wars = Paysgiy (@, u,v), (2.16)
(£i&y — Mo)virs = Pighi(0,u,v), (2.17)
(& — M) wae = Pai gl (0, 1,v), (2.18)
(ks — Mo)vir,e = Pay gty (@, u,v). (2.19)

The organization of the proof of Theorem 1.1 is as follows: we first solve (2.14)-(2.15), then
we use the fixed point theorem to solve (2.12)-(2.13) and (2.16)-(2.17). This is a nontrivial
process due to the nonlinear terms g2(w, 4, v) and g*(w, 4, v). Finally, we employ the implicit
function theorem to solve (2.18)-(2.19). The process of solving (2.18)-(2.19) is inspired by
the classical Hopf-Bifurcation result [10].

Equations (2.12)-(2.19) can be rewritten as

(inZ2+N + G, =F,(p,u), n==42,43,..., (2.20)
N +G)go = Folp,u), n=0, (2.21)
(LB + N + G)pi1 = Py Fii(o, u), (2.22)
(HE + N + G)@s1,c = Pig Fii(p, u). (2.23)

Next we solve (2.21). The linear operator N has an essential spectrum up to the imaginary
axis, and it is an invertible operator in the following sense. One may refer to [9] for the
details of the proof.

Lemma 2.4 Forj=1,2andf = (f',f*)T € H"' N L}, the equation N'¢ = 8;f has a unique
solution ¢ = /\/’181-1‘ e H™. Moreover, ||@||xym < C||flym-1n21-
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This lemma tells us that A (iy;,iy;)T is a bounded compact operator from L2, to itself.
Furthermore, the spectra of N+Gand N only differ by isolated eigenvalues of finite mul-
tiplicity (see the book of Henry [8, p.136]). The following three lemmas give the solvability
of (2.21); they are similar to Lemma 6-8 in [9]. Here we omit their proofs.

Lemma 2.5 Assume that (H1)-(H3) hold. Then (2.21) has a unique solution ¢y = (N +
G)"'Fy (@, u). Moreover, || o || 3m < C||y1.‘112x21%(¢, )|l 2, where I and Ey denote the 2 x
2 unit matrix and the application of Fourier transform to F, respectively.

Lemma 2.6 There exists a constant C > 0 such that
lullwn < Cllollun, |05, ullm < Cllo|lpm.

Lemma 2.7 For m > %, there exists a positive constant C such that
16 # iz < Clldllga Nl -

Applying the Fourier transform to g3 and g% in (2.2)-(2.3), we get

B=-iy(@*xia" —uxd" + vlyPVx i’ +iypx D), (2.24)

g = =iyl = 2 |2 * 7. (2.25)
From the form of the nonlinear terms g and g*, it is critical to estimate the term as uv and
u?. For convenience, we derive some estimates as regards the nonlinear terms N'(¢) = ¢?

and N2(¢,¥) = p. Since the proof of the next lemma is similar to Lemma 4 in [7], we

omit it.

Lemma 2.8 Define N': X — X by N'(¢), = N:(Jo) and N*: X x X — X by N*(¢), =
N2(Jo, V) for , ¥ € X. Then we have

IN'@)| » =Cllel:  [N*@,¥)] » < Clvlxlelx

for o,y € X with ||¢||lx <1and |||l x <1. Moreover, we have

[N'(e") = NY (@) e = C(le" L [€* [ )€1 = 7] 2
IN*(o"9") =N (0% v?) | = CUle |+ N0 [+ [ L+ 192 )

< (o' =+ v =v?[0).
Jor oL, * 2 € X with @' lx, 19212 19 L 192 Nl < 1.
By a small modification of the proof of Lemma 7 in [7], we have the following result.

Lemma 2.9 Assume that & is close enough to &y. Then there exists a constant C > 0 such
that

|Gngi = M) |y <C | inE =MV <G
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|| (lngl - Mi)_l ||Hm—>Hm = C! || (lngl _‘]VII')_1 V/ ||Hm_>Hm = C)

(in& = M) " Pais|gn_yon <C @& =M)'V Pt |
” H" —H H"” —H

forn#0 and j =1,2. Here M; and M; are defined in (2.6)-(2.7), respectively.

Thus by Lemma 2.9, we can rewrite (2.20) and (2.22) as

0n=(nZ+N +G) (o, u), n==42,43,...,

@115 = (FIE + N + G)'PuyFuilg, u),

wy = (ing) — M) g (0, u,v), n=42,43,...,
vy = (in&y — M) 'gh(w,u,v), n==42,43,...,
w115 = (k1 - M1) "Paysgdy (@, u,v),

Va1 = (£i& — My) P g5, (0, 1, v).

<G,
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(2.26)
(2.27)
(2.28)
(2.29)

Using Lemmas 2.8 and 2.9, we obtain the solvability of (2.26)-(2.29). Since the proof is

similar to [9], we omit it.

Lemma 2.10 Assume that there exist 01,09 > 0 such that for all &,& > 0 with |& —
&ol,1&62 — &l < 01 and all w1y, v11,c € H” with ||osycllum, |Vircllum < 0. Then (2.26)-

(2.29) has a unique solution (®,V) = ®(w.,v.) € X, where w. = (0_1¢, ®1¢), Ve = V_1,6, V1),

Moreover, there exists a positive C such that

®(0,0)=(0,0), & -wcllx < C(lo-1cllfpm + lwrcllzpn),

~ 2 2
17— vellx < C(Iv-rellfon + Ivicllfom),

with ® —w;:=(...,0,0_1,0,01,0,...) and V—v.:=(...,0,v_1.,0,v1.0,...).

w = ( ey W2, W_1,c+ W_15, W0, W1 + W15 W2,.. ‘)’ V= ( Vo2, Vo1 + Vo160 V0, Vie T Vi V2s .o )

(2.30)
(2.31)

Proof For fixed &,& > 0 so close to & and given wyy.,vir, € H” with ||@oi1c|lam,

[[Va1cllgm < 0. Define the operator

T (@%7) — (@7)

£~k ~k
= (0" +(..,0,0.460,016,0,...), V" +(...,0,v_1,0,v1,0,.

where (w,v) = (Ja,Jv) are defined in Lemma 2.1 and

(&)*) iv/*) = (( ey W_3, W_1,5, W0, W1,5, W2, .. ')7 (~ e V-_2,V-1,5V0,V1,s: V25« )))

(@,7) = (& + we, V" +ve)

~ ok

= (@" + (. 0,0_1,6,0,1,6,0,..), 7 + (..., 0,v_1,6,0,1,0,...)).

)

— (w,V) —> (5)**, f/**) = the right hand side of (2.26)-(2.29),
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Now we prove the operator I is a self-map of a sufficiently small ball in X'. By Lemmas 2.6-

2.9 and the form of the nonlinear terms g‘, é‘\* in (2.24)-(2.25), we derive

|&** || < Csup{||(in& - M1)” (ify — My) Py
X

j [ [pr—

(& — M) VP4

H(lné:l Ml IV] ” ||Hm—>]-[m

[—
n € Z\ {-L1}} x (@@, 1), |«

= Clg@,u, 9|

< C(l@lxlulx + lallxlPlx + llx]7Ilx)

< C(l@lx + I@lxI7Ilx)

< C(|@* 5 + leosellpm + lonellZom + 7[5 + 1v-rcliFon + vacllZon)

<C(|@ |5+ 7[5 + 03). (2:32)

(Ei€y — M) " P pym s

(&, — Ma) ' VP

[7*llx = Csup{|ing2 = M2)™ | gy

|(ing2 = M)V ||

—H"’ ”Hm—>Hm

tn € Z\ (-L1} x | @ @,u 1),
<Clg'@ w9y
< C(I7% + l@lxI17llx)
< C(|@* 5 + leosellpm + loonellZom + [ |5 + 1v-rclifon + vacllFon)

<C(lafx+ 17 + o3), (233)

where

Z=2w-u" +vpyv-u’ +v-o7,

~4 T ’ T
g =u-v +2yv-v.

Thus, for oy < \/% and (0*,v*) € X with |[(&*, V") ||x < J%’ we have

IT(@%7) ] = 10 ] + 17

<C((lal+ 771" +03) <1,

which implies that for sufficient small o, > 0. Hence, by the Banach fixed point theorem,
we obtain a unique fixed point (6*,7*) € X of ', which means that (2.26)-(2.29) have a
solution of (®, V) = (®* + w,, V* + v.). Moreover, if (w41, v11,c) = (0,0), then ®(0,0) = (0, 0).
Next we prove the second inequality in (2.30) and (2.31). Note that (o*,v*) = T'(®*,V*) =
(6**, 7). This, combined with (2.32)-(2.33), allows us to derive

o —wcllx = @[y = @]

< C(||@* |5 + NlwrellZpm + llorelZem),
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17 =vellx = 7] = 7|k

)
=< C(”V* ”x +vaelem + ||V71,c||3,¢m)-
Thus we deduce that for a sufficient small ball B,.(0) C B;(0),

~ 2 2
@ = @cllx < C(llw-ellfpn + llonellzm),

~ 2 2
17— vellx < C(Iv-rellfon + IVicllfom),

where

o—w.:=(...,0,0_1,0 wy0,...),

V=ve:=(...,0,v10,v10,...).
This completes the proof. d

It remains to analyze (2.18)-(2.19). We restate the equations:

(Fi& — M) ware = Par gl (0, u,v),

(Fi&y — Mo)Var, = Poy gl (@, u,v).
It follows from (w_1,v_;) = (@1, v1) and (g3, ¢%) = (g_f’,g_f) that the ‘-’ equation is the com-
plex conjugate of the ‘+” equation. By Lemma 2.1, we can denote (w, v) = (Jo,JV) by means
of (®,7V) = ®(we, V) = P((@1,c, w1,c), Vi, V1)) Our target is to find (&1, @) and (&2, @) close
to (&0, @) and a nontrivial solution (w; ¢, V1) = (w16, V1,c) (%) of

—i&w1c + Mo + Pregi (JO (@1 w10, V10 v1,c)) = 0, (2.34)

—i€yv1c + My + Pregl (J® (@, 01,0 Vi 1)) = 0. (2.35)

Since wy ¢, vic € CY* and (MY, May*) = (A (@)y™, ud(a)y™), we can write w; . = ni*
and vy = 8¢¥*. Then by (2.34)-(2.35), for some 1,5 € C\ {0}, we obtain

—iEmY* + 25yt + Prg (JO (v, ny*, 89,8y 7)) =0, (2.36)
—i&8Y " + ug(@)8y " + Py gt (IO (ny+,ny, 89+, 8¢ ")) = 0. (2.37)

Now we introduce (p1, 61,c) by (P1,cw, P1,cv) = (p1,c(@)¥*,61.(v)¥ ). Then (2.36)-(2.37) can

be simplified to
—i&n + A(a)n +g%(a,n,8) =0, forsomeneC, (2.38)
—i£28 + ()8 + g*(a,n,8) =0, for some § € C, (2.39)

where the cubic coefficient a; #0 and a, # 0 in

g3(a’ n,9) :=p1,c(gi% (ICD(W’ anr’Wt SEV))), (2.40)
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g, 8) =01 (gF IR (Y™, ny ™, 897, 89 Y))). (2.41)

Note that [p1.(@)] < CIIPyllun < Clolwn and [6,.(r)] < CIIPyViln < Cllvilsn. Thus
by (2.30)-(2.31) and (2.40)-(2.41), we derive

pre(g 0@ (0¥, v ™, 89+,8v)))| < C(Inl* +151%),
6uc(gt 0D (™, ny, 897, 89))) | < C(Inl* +181%),

where we use the following relation: (@, 7) = ®(w,, v.) = @Y+, ny*, 8¢+, 8¢ ).

Analogously to the case of the classical Hopf-bifurcation result [10], the Banach fixed
point theorem can be applied to (2.38)-(2.39), as soon as the zero solution is divided out.
It is sufficient to find the real value solutions (i.e. (y1,¥2) = (1,8) € R?) of (2.38)-(2.39).
Hence we define the complex-valued smooth function

—i(& + 0) + Al (e + €) + Y g3 (e + €, 1, 1), 0,
Yy, yms0,€) = | 50 € ol Vg e+ €71, n#
—i(&o + 0) + Ag (o + €), »n =0,

—i(&p + 0) + ui (o + €) + v g% (e + €, 71, 12), 0,
Y2y pm0re) = | G0+ ol Vs & (e + €71, Va7
—i(5o + 0) + ug (o +€), y2 =0.

It follows from (A§(cc), wé(ae)) = (i, &) that (Y1(0,0,0,0), Y2(0,0,0,0)) = (0,0). More-
over, by assumption (H2) for the Jacobi matrix

0 L Rerd()|ae,
Dp,ng(Vlr)/2;Q’E)|V1=V2=Q=E=O = ( dp 0 a=q, ’

-1 % Im)\s(a)lomac

e Reug(ana_%)

D, Y2 (11, 1250, €)= ppmpmc=0 =
p,€ ()/1 Y250 )|y1 yp=0=€=0 (_1 %Imug(a”a:%

with respect to p, € one has detD, Y (y1,¥2;0,€)ly,=pp=0c0 = % Re A (a)|a=q, > 0 and
detD,,c Y2(y, 250, €)ly=yp=p-e=0 = % Re g (B)la=«, > 0. Thus for sufficient small 1, y, > 0,
we can find a function y; — (0(y1), €(»1)) and Y, = (0(32), €(y2)) with (0) = €(0) = 0 such
that

—i(&0 +0(n)) + A (e + €(n)) = ¥ (e + ), 1, + €(12),12) = 0,

—i(50 + 0(12)) + 1f (e + €(12)) — v5 " (e + €y vi e + €(32),12) = 0.
Note the degree of nonlinearity. Then it follows from differentiating this equation that
€® =0 for some first i. Hence the function y;, > €(;) and y; — €(y2) can locally be in-

verted to yield a function € — y1(€) and € > y»(€). This implies that the following equa-
tion holds:

—i(%0 + 0(11(€)))11(€) + Af (e + €)n1(€) — & (et + € 71(€), 12(€)) = 0,

—i(% + 0(12(6)))y2(€) + g (e + €)ya(€) — g* (et + €, 71(€), v2(€)) = 0,

for sufficient small € > 0.
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Therefore we obtain the desired solutions of (2.34)-(2.35) by setting (£,&2) = (§0 +

+ +

o(vi(€)), 60 + 0(12(€))), @ = ac + €, and (w16, v1,e) = (Vi)Y ,cr 2 (€)Y, . )(%). This result
combined with Lemmas 3.2, 3.8, and (1.10) gives the proof of Theorem 1.1.
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