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Abstract
This paper is concerned with the semi-linear elliptic problem involving nearly critical
exponent (Pε): �2u = |u|8/(n–4)+εu in �, �u = u = 0 on ∂�, where � is a smooth
bounded domain in Rn, n ≥ 5, and ε is a positive real parameter. We show that, for ε
small, (Pε) has no sign-changing solutions with low energy which blow up at exactly
three points. Moreover, we prove that (Pε) has no bubble-tower sign-changing
solutions.
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1 Introduction and results
We consider the following semi-linear elliptic problem with supercritical nonlinearity:

(Pε)

⎧⎨
⎩�u = |u|p–+εu in �,

�u = u =  on ∂�,

where � is a smooth bounded domain in Rn, n ≥ , ε is a positive real parameter and
p +  = n

n– is the critical Sobolev exponent for the embedding of H(�) ∩ H
(�) into

Lp+(�).
When the biharmonic operator in (Pε) is replaced by the Laplacian operator, there are

many works devoted to the study of the counterpart of (Pε); see for example [–], and the
references therein.
When ε < , many works have been devoted to the study of the solutions of (Pε) see

for example [–]. In the critical case, this problem is not compact, that is, when ε =  it
corresponds exactly to the limiting case of the Sobolev embedding H(�) ∩ H

(�) into
Lp+(�), and thus we lose the compact embedding. In fact, van Der Vorst showed in []
that (P) has no positive solutions if� is a starshaped domain.Whereas Ebobisse andOuld
Ahmedou proved in [] that (P) has a positive solution provided that some homology
group of � is non-trivial. This topological condition is sufficient, but not necessary, as
examples of contractible domains � on which a positive solution exists show [].
In the supercritical case, ε > , the problem (Pε) becomes more delicate since we lose

the Sobolev embedding which is an important point to overcome. The problem (Pε) was
studied in [] where the authors show that there is no one-bubble solution to the problem
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and there is a one-bubble solution to the slightly subcritical case under some suitable con-
ditions. However, we proved in [] that (Pε) has no sign-changing solutions which blow
up exactly at two points. In this work we will show the non-existence of sign-changing
solutions of (Pε) having three concentration points.
We note that problem (Pε) has a variational structure. The related functional is

inf J(u), where J(u) :=
∫
�

|�u|
(
∫
�

|u|p++ε)/(p++ε) ,u ∈H(�)∩H
(�),u �≡ .

J satisfies the Palais-Smale condition in the subcritical case, while this condition fails in
the critical case. Such a failure is due to the functions

δ(a,λ)(x) = c
λ(n–)/

( + λ|x – a|)(n–)/ , c =
(
n(n – )

(
n – 

))(n–)/,λ > ,a ∈R
n. (.)

c is chosen so that δ(a,λ) is the family of solutions of the following problem:

�u = up, u >  in R
n. (.)

When we study problem (.) in a bounded smooth domain �, we need to introduce the
function Pδ(a,λ) which is the projection of δ(a,λ) on H

(�). It satisfies

�Pδ(a,λ) =�δ(a,λ) in �, �Pδ(a,λ) = Pδ(a,λ) =  on ∂�.

These functions are almost positive solutions of (.).
We denote by G the Green’s function defined by, ∀x ∈ �,

�G(x, ·) = cnδx in �, �G(x, ·) =G(x, ·) =  on ∂�,

where δx is the Dirac mass at x and cn = (n – )(n – )wn, with wn is the area of the unit
sphere of Rn. We denote by H the regular part of G, that is,

H(x,x) = |x – x|–n –G(x,x) for (x,x) ∈ �.

For x = (x,x) ∈ � \ �, with � = {(y, y) : y ∈ �}, we denote byM(x) the matrix defined by

M(x) = (mij)≤i,j≤, wheremii =H(xi,xi),m =m =G(x,x), (.)

and let ρ(x) be its least eigenvalue.
The space H(�) ∩ H

(�) is equipped with the norm ‖ · ‖ and its corresponding inner
product 〈·, ·〉 defined by

‖u‖ =
(∫

�

|�u|
)/

and 〈u, v〉 =
∫

�

�u�v, u, v ∈H(�)∩H
(�). (.)

Now, we are able to state our result.
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Theorem . Let � be any smooth bounded domain in Rn, n ≥ . If  is a regular value
of ρ(x), then there exists ε > , such that, for each ε ∈ (, ε), problem (Pε) has no sign-
changing solutions uε which satisfy

uε = Pδ(aε, ,λε,) – Pδ(aε,,λε,) + Pδ(aε,,λε,) + vε , (.)

with |uε|ε∞ is bounded and

⎧⎨
⎩aε,i ∈ �, λε,id(aε,i, ∂�) → ∞ for i = , , ,

〈Pδ(aε,i ,λε,i),Pδ(aε,j ,λε,j)〉 →  for i �= j and ‖vε‖ →  as ε → .

The second result deals with the phenomenon of bubble-tower solutions for the bihar-
monic problem (Pε) with supercritical exponent.Wewill give a generalization of the result
found in []. More precisely, we have the following.

Theorem . Let � be any smooth bounded domain inRn, n≥ . There exists ε > , such
that, for each ε ∈ (, ε), problem (Pε) has no solutions uε of the form

uε =
k∑
i=

γiPδ(aε,i ,λε,i) + vε , with λε, ≤ λε, ≤ · · · ≤ λε,k and |uε|ε∞ is bounded, (.)

where k ≥ , γi ∈ {–, }, aε,i ∈ �, for each i ≤ j, λε,i|aε,i – aε,j| is bounded and as ε → ,
‖vε‖ → , λε,id(aε,i, ∂�) → +∞, 〈Pδ(aε,i ,λε,i),Pδ(aε,j ,λε,j)〉 →  for i �= j, and if l /∈ {k – ,k},
λε,l|aε,l – aε,l+| → , where l =min{q : γq = · · · = γk}.

The proof of our results will be by contradiction. Thus, throughout this paper we will
assume that there exist solutions (uε) of (Pε) which satisfy (.) or (.). In Section , wewill
obtain some information as regards such (uε) which allows us to develop Section  which
deals with some useful estimates to the proof of our theorems. Finally, in Section , we
combine these estimates to obtain a contradiction. Hence the proof of our results follows.

2 Preliminary results
In this section, we assume that there exist solutions (uε) of (Pε) which satisfy

uε =
k∑
i=

γiPδ(aε,i ,λε,i) + vε , (.)

with |uε|ε∞ is bounded, k ≥ , aε,i ∈ �, and as ε → , ‖vε‖ → , λε,id(aε,i, ∂�) → +∞,
〈Pδ(aε,i ,λε,i),Pδ(aε,j ,λε,j)〉 →  for i �= j. Arguing as in [] and [], we see that for uε satisfying
(.), there is a unique way to choose αi, ai, λi, and v such that

uε =
k∑
i=

γiαiPδ(ai ,λi) + v, (.)

with

⎧⎪⎨
⎪⎩

αi ∈R, αi → ,
ai ∈ �, λi ∈R∗

+, λid(ai, ∂�) → +∞,
v→  in H(�)∩H

(�), v ∈ E,
(.)
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where E denotes the subspace of H
(�) defined by

E :=
{
w : 〈w,ϕ〉 = ,∀ϕ ∈ Span

{
Pδi, ∂Pδi/∂λi, ∂Pδi/∂a

j
i, i≤ k; j ≤ n

}}
. (.)

Here, aji denotes the jth component of ai and in the sequel, in order to simplify the nota-
tions, we set δ(ai ,λi) = δi and Pδ(ai ,λi) = Pδi. We always assume that uε (which satisfies (.))
is written as in (.) and (.) holds. From (.), it is easy to see that the following remark
holds.

Lemma . [] Let uε satisfying the assumption of the theorems. λi occurring in (.)
satisfies

λε
i →  as ε →  for each i≤ k. (.)

Remark . [, ] We recall the following estimate:

δε
i (x) – cελ

ε(n–)/
i =O

(
ε log

(
 + λ

i |x – ai|
))

in �. (.)

3 Some useful estimates
As usual in this type of problems, we first deal with the v-part of uε , in order to show that
it is negligible with respect to the concentration phenomenon.

Lemma . The function v defined in (.), satisfies the following estimate:

‖v‖ ≤ cε + c

{∑
i


(λidi)n–

+
∑

i�=j εij(log ε–ij )(n–)/n if n < ,∑
i


(λidi)(n+)/–ε(n–) +

∑
i�=j ε

(n+)/(n–)
ij (log ε–ij )(n+)/n if n ≥ ,

where di := d(ai, ∂�) for i≤ k and for i �= j, εij is defined by

εij =
(

λi

λj
+

λj

λi
+ λiλj|ai – aj|

)(–n)/

. (.)

Proof The proof is the same as that of Lemma . of [], so we omit it. �

Now, we state the crucial points in the proof of our theorems.

Proposition . Assume that n ≥  and let αi, ai and λi be the variables defined in (.)
with k =  and γ = –γ = γ.We have

∣∣∣∣αic
n – 


H(ai,ai)
λn–
i

+
∑
j �=i

(–)i+jαjc
(

λi
∂εij

∂λi
+
n – 


H(ai,aj)
(λiλj)(n–)/

)
+ αi

n – 


cε
∣∣∣∣

≤ cε + c

⎧⎨
⎩

∑
k


(λkdk )n–

+
∑

j �=i(ε
n

n–
ij log ε–ij + εij(log ε– )

(n–)
n ) if n≥ ,∑

k


(λkdk )
+

∑
j �=i ε


ij(log ε– )/ if n = ,

(.)

where i, j ∈ {, , } with i �= j and c, c are positive constants.
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Proof Let

c = c
n
n–


∫
Rn

dx
( + |x|)(n+)/

and

c =
n – 


c
n
n–


∫
Rn

log
(
 + |x|) |x| – 

( + |x|)n+ dx.

It suffices to prove the proposition for i = .Multiplying (Pε) by λ∂Pδ/∂λ and integrating
on �, we obtain

α

∫
�

δ
p
 λ

∂Pδ

∂λ
– α

∫
�

δ
p
λ

∂Pδ

∂λ
+ α

∫
�

δ
p
λ

∂Pδ

∂λ

=
∫

�

|uε|p–+εuελ
∂Pδ

∂λ
. (.)

Using [], we derive

∫
�

δ
p
 λ

∂Pδ

∂λ
=
n – 


c
H(a,a)

λn–


+O
(
log(λd)
(λd)n–

)
, (.)

∫
�

δ
p
j λ

∂Pδ

∂λ
= c

(
λ

∂εj

∂λ
+
n – 


H(a,aj)
(λλj)(n–)/

)
+ Rj, (.)

where j = ,  and Rj satisfies

Rj =O
(∑
k=,j

log(λkdk)
(λkdk)n–

+ ε
n

n–
j log ε–j

)
. (.)

For the other term of (.), we have

∫
�

|uε|p–+εuελ
∂Pδ

∂λ

=
∫

�

|αPδ – αPδ + αPδ|p–+ε(αPδ – αPδ + αPδ)λ
∂Pδ

∂λ

+ (p + ε)
∫

�

|αPδ – αPδ + αPδ|p–+εvλ
∂Pδ

∂λ

+O
(

‖v‖ +
∑
i�=j

ε
n

n–
ij log ε–ij

)
. (.)

Concerning the last integral, it can be written as

∫
�

|αPδ – αPδ + αPδ|p–+εvλ
∂Pδ

∂λ

=
∫

�

(αPδ)p–+εvλ
∂Pδ

∂λ
+O

(∫
�\Aj

Pδ
p–
j Pδ|v| +

∫
Aj

Pδ
p–
 Pδ|v|

)
, (.)

where Aj = {x : αjPδj ≤ αPδ} for j = , .
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Observe that, for n≥ , we have p –  = /(n – ) ≤ , thus
∫

�\Aj

Pδ
p–
j Pδ|v| +

∫
Aj

Pδ
p–
 Pδj|v| ≤ c

∫
�

|v|(δδj)
n+

(n–)

≤ c‖v‖ε(n+)/(n–)j
(
log ε–j

)(n+)/n. (.)

But for n < , we have
∫

�\Aj

Pδ
p–
j Pδ|v| +

∫
A
Pδ

p–
 Pδj|v| ≤ cεj

(
log ε–j

)(n–)/n‖v‖. (.)

For the other integral in (.), using [, ], and Remark ., we get
∫

�

Pδ
p–+ε

 vλ
∂Pδ

∂λ

=O
(

‖v‖
[
ε +

(


(λd)inf(n–,(n+)/)
(if n �= ) +

log(λd)
(λd)

(if n = )
)])

. (.)

It remains to estimate the second integral of (.). We have
∫

�

|αPδ – αPδ + αPδ|p–+ε(αPδ – αPδ + αPδ)λ
∂Pδ

∂λ

=
∫

�

(αPδ)p+ελ
∂Pδ

∂λ
–

∫
�

(αPδ)p+ελ
∂Pδ

∂λ
+

∫
�

(αPδ)p+ελ
∂Pδ

∂λ

– (p + ε)
(∫

�

αPδ(αPδ)p–+ελ
∂Pδ

∂λ
–

∫
�

αPδ(αPδ)p–+ελ
∂Pδ

∂λ

)

+O
(∑

ε
n

n–
j log ε–j

)
. (.)

Now, using Remark . and [], we have

∫
�

Pδ
p+ε

 λ
∂Pδ

∂λ
=
n – 


(
cε + c

H(a,a)
λn–


)

+O
(

ε +
log(λd)
(λd)n–

+


(λd)
(if n = )

)
, (.)

∫
�

Pδ
p+ε

j λ
∂Pδ

∂λ
= c

(
λ

∂εj

∂λ
+
n – 


H(a,aj)
(λλj)(n–)/

)
+ Tj, (.)

p
∫

�

PδjPδ
p–+ε

 λ
∂Pδ

∂λ
= c

(
λ

∂εj

∂λ
+
n – 


H(a,aj)
(λλj)(n–)/

)
+ Tj, (.)

where for i = , ,

Ti = O
(
εεj

(
log ε–j

) n–
n

)
+

(
ε

n
n–
j

(
log ε–j

)
+
log(λidi)
(λidi)n

(if n≥ )
)

+
(

εj(log ε–j )
n–
n

(λidi)n–
(if n < )

)
.

Therefore, combining (.)-(.), and Lemma ., the proof of Proposition . fol-
lows. �
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Proposition . Let n≥ .We have the following estimate:

αi


λn–
i

∂H(ai,ai)
∂ai

–

λi

∑
j �=i

(–)i+jαj

(
∂εij

∂ai
–


(λiλj)(n–)/

∂H
∂ai

(ai,aj)
)

=O
(∑

k


(λkdk)n–

+
∑
j �=i

ε
n

n–
ij log ε–ij + εij

(
log ε–j

) (n–)
n + ε +

ε

(λidi)n–

)
,

where i, j ∈ {, , } and j �= i.

Proof The proof is similar to the proof of Proposition .. But there exist some integrals
which have different estimates. We will focus in those integrals. In fact, (.), (.)-(.)
are also true if we change λ∂Pδ/∂λ by (/λ)∂Pδ/∂a. It remains to deal with the other
equations. Following [], we get

∫
�

δ
p


λ

∂Pδ

∂a
= –




c
λn–


∂H(a,a)
∂a

+O
(


(λd)n–

)
, (.)

∫
�

δ
p
j

λ

∂Pδ

∂a
=
c
λ

(
∂εj

∂a
–


(λλj)(n–)/

∂H
∂a

(a,aj)
)

+O
(∑
k=,j


(λkdk)n–

+ λj|a – aj|ε(n–)/(n–)j

)
, (.)

∫
�

Pδ
p+ε



λ

∂Pδ

∂a
= –cελ

ε(n–)/


c
λn–


∂H(a,a)
∂a

+O
(


(λd)n–

+
ε

(λd)n–

)
, (.)

∫
�

Pδ
p+ε

j

λ

∂Pδ

∂λ
= cελ

ε(n–)/
j

(
Pδj,


λ

∂Pδ

∂a

)
+O

(
εεj

(
log ε–j

)(n–)/n) + Tj, (.)

∫
�

Pδj

λ

∂(Pδ
p+ε

 )
∂a

= cελ
ε(n–)/


(
Pδj,


λ

∂Pδ

∂a

)
+O

(
εεj

(
log ε–j

)(n–)/n) + Tj. (.)

The proof of Proposition . is thereby completed. �

4 Proof of the theorems
Proof of Theorem 1.1
Arguing by contradiction, let us assume that problem (Pε) has solutions (uε) as stated in
Theorem .. Recall that uε is written as

uε = αε,Pδ(aε, ,λε,) – αε,Pδ(aε,,λε,) + αε,Pδ(aε,,λε,) + vε ,

with vε orthogonal to each Pδ(ai ,λi) and their derivatives with respect to λi and (ai)k , where
(ai)k denotes the kth component of ai (see (.) and (.)). For simplicity, we will write
αi := αε,i, λi := λε,i, and ai := aε,i. From Proposition ., for each i = , , , with γ = γ = ,
γ = –. We have

(Ei) c
n – 


H(ai,ai)
λn–
i

+ γic
∑
j �=i

γj

(
λi

∂εij

∂λi
+
n – 


H(ai,aj)
(λiλj)(n–)/

)
+
n – 


cε

= o

(
ε +

∑
j=


(λjdj)n–

+
∑
r �=j

εrj

)
.
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Furthermore, an easy computation shows that

λi
∂εij

∂λi
= –

n – 


εij

(
 – 

λj

λi
ε/n–ij

)
for i, j = , , , j �= i, (.)

–λi
∂εij

∂λi
– λj

∂εij

∂λj
≥ n – 


εij for λi ≤ λj. (.)

On the other hand, following the proof of Proposition ., we have, for each i = , , ,

(Fi)


λn–
i

∂H(ai,ai)
∂ai

–
∑
j �=i


(–)j+i

λi

(
∂εji

∂ai
–

∂H(aj,ai)
∂ai


(λjλi)(n–)/

)

= o
(∑

j


(λjdj)n–

+
∑
r �=j

ε
n–
n–
rj + ε

n–
n–

)
. (.)

We distinguish many cases depending on the set

� :=
{
(i, j) : i �= j and min(λi,λj)|ai – aj| is bounded

}

and we will prove that all these cases cannot occur.
We remark that if (i, j) ∈� we derive λi/λj →  or ∞ and di/dj =  + o() as ε → .
Furthermore, the behavior of εij depends on the set �. In fact we have, assuming that

λi ≤ λj,

c
(

λi

λj

)(n–)/

≤ εij ≤
(

λi

λj

)(n–)/

if (i, j) ∈�, (.)

εij =


(λiλj|ai – aj|)(n–)/ + o(εij) if (i, j) /∈�. (.)

First we start by proving the following crucial lemmas.

Remark . Ordering the λi’s: λi ≤ λi ≤ λi , adding (Ei )+(Ei )+(Ei ), and using (.),
it is easy to derive a contradiction if we have ε = o(

∑
(λidi)–n +

∑
εrj + ε).

Lemma . Let n≥ . Then there exists a positive constant c >  such that

(i) c– ≤ d
d

≤ c;

(ii) c– ≤ λ

λ
≤ c;

(iii) c– ≤ |a – a|
di

≤ c– for i = , .

Proof The proof will be by contradiction.
Proof of (i). Assume that d/d → . In this case, we have

|a – a| ≥ cd and ε =


(λλ|a – a|)(n–)/ + o(ε), (.)

http://www.advancesindifferenceequations.com/content/2014/1/319


Ould Bouh Advances in Difference Equations 2014, 2014:319 Page 9 of 14
http://www.advancesindifferenceequations.com/content/2014/1/319

which implies that ε = o((λd)–n + (λd)–n). Using Remark ., we derive a contradic-
tion. In the same way, we prove that d/d � . Hence the proof of Claim (i) is completed.
Proof of (ii). Assume that λ/λ → . By Claim (i), we have (λd)– = o((λd)–). Four

cases may occur.
Case . λ/λ �  or {(, ), (, )} ∩� = φ. Using (.), (E) implies that

H(a,a)
λn–


+ ε + ε + ε = o
(


(λd)n–

+ ε

)
.

By Claim (i) and (E), we obtain ε = o((λd)–n). By Remark ., this case cannot occur.
Case . λ/λ → , {(, ), (, )} ∩ � �= φ, and λ/λ → +∞. In this case, it is easy to

obtain ε = o(ε + ε). Using Remark ., we derive a contradiction.
Case . λ/λ → , (, ) ∈�, (, ) /∈�, and λ/λ � +∞. In this case, we see that λ|a–

a| is bounded and λ|a – a| → +∞. Hence, we derive that λ|a – a| → +∞, which
implies that λk|a – a| → +∞ for k = , . Thus

ε =
 + o()

(λλ|a – a|)(n–)/ =
(

λ

λ

)(n–)/  + o()
(λλ|a – a|)(n–)/ = o(ε).

Then by Remark ., we get a contradiction.
Case . λ/λ → , (, ) ∈ �, and λ/λ � +∞. In this case, it is easy to get ε = o(ε).
Using the formula [(E) + (E) – (E)], we deduce that ε = o(ε + ε), which implies

that ε = o(ε). Hence by Remark ., we derive a contradiction and Claim (ii) is thereby
completed.
Proof of (iii).Without loss of generality, we can assume that d ≤ d. First, as in the proof

of Claim (i), we get |a – a| ≤ cd. Now assume that |a – a|/d → , which implies

H(ai,ai)
λn–
i

= o(ε) for i = , .

Two cases may occur.
Case . λ ≤ λ or {(, ), (, )} ∩� = φ. Using (E), we obtain

H(a,a)
λn–


= o(ε), εi = o(ε) for i = ,  and ε = o(ε),

and we derive a contradiction from (E).
Case . λ ≤ λ and {(, ), (, )} ∩ � �= φ. Let k ∈ {, } such that (, k) ∈ �. Using

Claim (ii) and the fact that λ ≤ λ, we derive that εk ≥ c(λ/λk)(n–)/, which implies that
d ∼ dk , λ/λk → , and λ|a – ak| is bounded. Using (.) for i = k, we get

–λ|a – ak|ε
n

n–
k +

λλ

λk
|a – a|ε

n
n–
 = o

(


(λd)n–
+

∑
r �=j

ε
n–
n–
rj + ε

n–
n–

)
. (.)

Since λ|a – ak| is bounded and ε � (λλ|a – ak|)(–n)/, we derive that

ε
n–
n–
 = o

(


(λd)n–
+ ε

n–
n–
 + ε

n–
n–
 + ε

n–
n–

)
,
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which implies that

ε = o
(


(λd)n–

+ ε + ε + ε

)
. (.)

By Remark ., we get a contradiction. �

Lemma . There exists a positive constant c′ such that

(i) c′λ ≤ λ;

(ii) di ≥ c′ for i = , .

Proof Without loss of generality, we can assume that d ≤ d.
Proof of (i). Assume that λ/λ → . First we claim that d/d � . In fact, arguing by

contradictionwe assume that d/d → ,we get d → , |a –a| ≥ cd, and |a–a| ≥ cd.
Hence, {(, ), (, )} ∩� = φ. From (E), we obtain

H(a,a)
λn–


+ ε + ε + ε = o
(


(λd)n–

+


(λd)n–
+ ε

)
. (.)

Let νi be the outward normal vector at ai. Since d, d, and |a – a| are of the same order,
we have (see [] and [])


λn–


∂H(a,a)
∂ν

∼ c
(λd)n–

and
∂G(a,a)

∂ν
≤ . (.)

Using (F), we get /(λd)n– = o(ε(n–)/(n–) ), which implies that /(λd)n– = o(ε). From
(E), we derive a contradiction. Hence our claim is proved.
Thus there exists a positive constant c so that d ≥ cd. Now, since we have assumed

that λ/λ → , Lemma . implies that ε = o((λd)–n). Finally, using Remark ., we
get a contradiction and the proof of Claim (i) follows.
Proof of (ii). Assume that d → . Note that Claim (i) and (E) imply that (.) holds.
Now, following the proof of (i), we obtain a contradiction. �

We turn now to the proof of Theorem .. By the previous lemmas, we know that λ and
λ are of the same order, |a –a| ≥ c and λ ≥ cλi, for i = ,  where c is a positive constant.
Hence, (E) implies that (.) holds. Furthermore, for i = ,  (Ei) implies that

H(ai,ai)
λn–
i

–
G(a,a)
(λλ)n–

= o
(


(λd)n–

+


(λd)n–
+ ε

)
. (.)

We denote by r(x) the eigenvector associated to ρ(x) whose norm is . We point out that
we can choose r(x) so that all their components are positive (see [] and []).
Let �i = λ

(–n)/
i , � = (�,�), and x = (a,a). From (.), we have

M(x) ·
t�

‖�‖ = o(). (.)
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The scalar product of (.) by r(x) gives

ρ(x)r(x) ·
t�

‖�‖ = o(). (.)

Since the components of r(x) are positive and λ, λ are of the same order, there exists a
positive constant c, such that r(x) · t�

‖�‖ ≥ c > . Hence, we get

ρ(x) = o(). (.)

We deduce from (.) and (.) that

∂M
∂xi

(x) ·
t�

‖�‖ = o(). (.)

Observe that � may be written in the form

� = βr(x) + r(x), with r(x) · r(x) = ,‖r‖ = o(β) and β ∼ ‖�‖. (.)

Using (.), we get

∂M
∂xi

(x) · tr(x) + ∂M
∂xi

(x) · r(x)
‖�‖ = o(). (.)

Since di ≥ c for i = ,  and |a – a| ≥ c, the matrix ∂M
∂xi

(x) is bounded.
Furthermore, we have ‖r‖ = o(‖�‖), which implies that

∂M
∂xi

(x) · tr(x) = o(). (.)

Let us consider the equality

M(x) · tr(x) = ρ(x) · tr(x)

and derivative it with respect to xi; we obtain

∂M
∂xi

(x) · tr(x) +M(x)
∂ tr
∂xi

(x) =
∂ρ

∂xi
(x) · tr(x) + ρ(x)

∂ tr
∂xi

(x).

The scalar product with r(x) gives

r(x) · ∂M
∂xi

(x) · tr(x) = ∂ρ

∂xi
(x). (.)

Using (.), we obtain

∂ρ

∂xi
(x) = o(). (.)

Hence, we derive a contradiction from (.), (.), and the fact that  is a regular value
of ρ . Thus the proof of our theorem follows.
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Proof of Theorem 1.2
Arguing by contradiction, let us assume that problem (Pε) has solutions (uε) as stated in
Theorem .. From Section , these solutions have to satisfy (.) and (.).
As in the proof of Proposition ., we have, for each i = , . . . ,k,

(Ei) c
n – 


H(ai,ai)
λn–
i

+ γic
∑
j �=i

γj

(
λi

∂εij

∂λi
+
n – 


H(ai,aj)
(λiλj)(n–)/

)
+
n – 


cε

= o

(
ε +

k∑
j=


(λjdj)n–

+
∑
r �=j

εrj

)
.

Observe that, if j < i, we have λj|ai –aj| is bounded (by the assumption) which implies that

|ai – aj| = o(dj), di/dj =  + o(), ∀i, j and

εij ≥ c(λj/λi)(n–)/, ∀j < i,
(.)

where c is a positive constant. Using (.), easy computations show that

ε(i–)j + εi(j+) = o(εij), ∀i < j,

H(ai,aj)
(λiλj)(n–)/

= o
(


(λd)n–

)
if (i, j) �= (, ).

(.)

Thus, using (.), (Ei) can be written as

(
E′

)

c
n – 


H(a,a)
λn–


+ cγγλ
∂ε

∂λ
+
n – 


cε = o
(

ε +


(λd)n–
+

∑
r �=j

εrj

)
,

(
E′
k
)

cγk–γkλk
∂ε(k–)k

∂λk
+
n – 


cε = o
(

ε +


(λd)n–
+

∑
r �=j

εrj

)
,

and for  < i < k,

(
E′
i
)

cγi–γiλi
∂ε(i–)i

∂λi
+ cγiγi+λi

∂εi(i+)

∂λi
+
n – 


cε = o
(

ε +


(λd)n–
+

∑
r �=j

εrj

)
.

The proof will depend on the value of l which is defined in the theorem.
Case . l = k. From the definition of l we get γk–γk = –. Now using (.) and (E′

k), we
derive that

ε = o
(


(λd)n–

+
∑
r �=j

εij

)
and ε(k–)k = o

(


(λd)n–
+

∑
r �=j

εrj

)
. (.)

Now, using (.) and (E′
k–), we derive the estimate of ε(k–)(k–) and by induction we get

ε(i–)i = o
(


(λd)n–

+
∑
r �=j

εrj

)
for each i = , . . . ,k. (.)
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Finally, using (.), (.), (.), and (E′
) we obtain

H(a,a)
λn–


= o
(


(λd)n–

)
,

which gives a contradiction.
Case . l = k – . Using (.), an easy computation implies that

λk–
∂ε(k–)k

∂λk–
– λk

∂ε(k–)k

∂λk
≥ cε(k–)k . (.)

Then from (E′
k–), (E

′
k), (.), (.), and the fact that γk–γk =  and γk–γk– = – (since

l = k – ), we obtain

cε(k–)k + ε(k–)(k–) = o
(

ε +


(λd)n–
+

∑
r �=j

εrj

)
. (.)

Now using (E′
k) and (.) we get (.) and as before, (.) is satisfied. Hence we also

derive a contradiction from (E′
).

Case . l /∈ {k,k – }. Recall that in this case we have assumed that λl|al –al+| → . This
implies that

λl
∂εl(l+)

∂λl
=

(
(n – )/

)
εl(l+)

(
 + o()

)
. (.)

Hence, using (E′
l), the definition of l and (.) we obtain the first part of (.). The sec-

ond part follows from (E′
k) and the first one. Finally, as before we derive a contradiction

from (E′
).

Hence, our theorem is proved.
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