
Guo et al. Advances in Difference Equations 2014, 2014:285
http://www.advancesindifferenceequations.com/content/2014/1/285

RESEARCH Open Access

BVPs for higher-order integro-differential
equations with φ-Laplacian and functional
boundary conditions
Xiufeng Guo1, Liang Lu1,2* and Zexian Liu1

*Correspondence:
gxluliang@163.com
1College of Sciences, Hezhou
University, Hezhou, Guangxi
542899, People’s Republic of China
2Guangxi Key Laboratory of Hybrid
Computation and IC Design
Analysis, Nanning, Guangxi 530006,
People’s Republic of China

Abstract
In this paper, we study the existence of solutions of a class of higher-order
integro-differential boundary value problems with φ-Laplacian like operator and
functional boundary conditions. By giving the definition of a pair of coupled lower
and upper solutions and some new hypotheses, we obtain some new existence
results for boundary value problems with φ-Laplacian like operator by employing the
Schauder fixed point theorem and an appropriate Nagumo condition. Finally, an
example is given to illustrate the results.
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1 Introduction
Integro-differential equations have become more and more important in some math-
ematical models of real phenomena, especially in control, biological, medical, and in-
formational models. Boundary value problems (BVPs) for nonlinear integro-differential
equations are used to describe a great number of nonlinear phenomena in science (see
[, ]), moreover, the theory of φ-Laplacian BVPs has emerged as an important area in
recent years (see [–]). In this paper, we will consider the following BVPs of higher-order
functional integro-differential φ-Laplacian like equations with functional boundary con-
ditions:

[
φ
(
u(n–)(t)

)]′ +Au(t) = , t ∈ J ′, (.){
gi(u,Wu,Su, . . . ,u(n–),Wn–u(n–),Sn–u(n–),u(i)()) = , i = , . . . ,n – ,
gn–(u,Wu,Su, . . . ,u(n–),Wn–u(n–),Sn–u(n–),u(n–)(T)) = ,

(.)

where n≥  is an integer, φ is an increasing homeomorphism operator,

Au(t) = f
(
t,u(t),u

(
α(t)

)
,Wu(t),Su(t),u′(t),u′(α(t)

)
,Wu′(t),Su′(t), . . . ,

u(n–)(t),u(n–)
(
αn–(t)

)
,Wn–u(n–)(t),Sn–u(n–)(t)

)
,
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and J = [,T] (T > ), J ′ = (,T), for i = , , . . . ,n – , gi : (C[,T])n × R → R are continu-
ous functions, and for l = , , . . . ,n – ,

Wlu(l)(t) =
∫ βl(t)


kl(t, s)u(l)

(
γl(s)

)
ds, Slu(l)(t) =

∫ T


hl(t, s)u(l)

(
δl(s)

)
ds,

kl(t, s) ∈ C(Dl,R+),Dl = {(t, s) ∈ R : t ∈ J , ≤ s≤ βl(t)}, hl(t, s) ∈ C(J × J ,R+), R+ = [,+∞),
αl,βl,γl, δl ∈ C(J , J), and f : J ′ × Rn → R is a Carathéodory function, that is:

(i) for any (x, . . . ,xn–) ∈ Rn, f (t,x, . . . ,xn–) is measurable on J ′,
(ii) for a.e. t ∈ J ′, f (t, ·, . . . , ·) is continuous on Rn,
(iii) for every compact set K ⊂ Rn, there exists a nonnegative function μK (t) ∈ L(,T)

such that

∣∣f (t,x, . . . ,xn–)∣∣ ≤ μK (t), (t,x, . . . ,xn–) ∈ J ′ ×K .

We say u(t) is a solution of BVP (.) and (.), that is, a function u(t) ∈ Cn–[,T] such
that φ(u(n–)) is absolutely continuous on J ′, u(t) satisfies (.) a.e. on J ′, and u(t) satisfies
boundary condition (.).
As we know, higher-order boundary value problems for differential equations have re-

ceived great attention in recent years (see [–]). We found that BVP (.) and (.) is
more general in the literature, and the functional boundary condition (.) may not only
cover many classical boundary conditions, such as various linear two-point, multi-point
studied bymany authors, but it may also includemany new boundary conditions not stud-
ied so far in the literature. In recent years, BVPs with linear and nonlinear boundary con-
ditions have been extensively investigated by numerous researchers. For a small sample
of such work, we refer the reader to [–]. As is well known, a variety of methods and
tools, such as lower and upper solution methods and various fixed point theorems, are
very useful and have been successfully used to prove the existence of solutions of BVPs.
Motivated by the above mentioned works, we consider the BVPs of higher-order func-

tional integro-differential equations (.) and (.) with φ-Laplacian like operator and
functional boundary conditions in this paper. As we know, BVP (.) and (.) has not
yet been considered. By introducing a definition for the coupled lower and upper solu-
tions of BVP (.) and (.), we obtain the existence of solutions of the problem based on
the assumption that there exists a pair of coupled lower and upper solutions.
This paper is organized as follows. In Section , we state some preliminaries and lemmas

which will be used throughout this paper. In Section , some results concerning coupled
lower and upper solutions are given. Finally, an example is given to illustrate our results
in Section .

2 Preliminaries
Throughout this paper, let E = Cn–[,T], ‖u‖∞ = max{|u(t)| : t ∈ J} for any u ∈ C[,T],
and

‖u‖ =max
{‖u‖∞,

∥∥u′∥∥∞, . . . ,
∥∥u(n–)∥∥∞

}
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and

‖u‖p =
{
(
∫ T
 |u(t)|p dt) p , ≤ p <∞,

inf{M : μ({t : |u(t)| >M}) = }, p =∞,

stand for the norms in E and Lp(,T), respectively, where μ(·) denotes the Lebesgue mea-
sure of a set. In what follows, a functional y : C[,T] → R is said to be nondecreasing if
y(u) ≥ y(u) for any u,u ∈ C[,T] with u(t) ≥ u(t) on [,T]. A similar definition holds
for y to be non-increasing.

Definition . Let f : J ′ × Rn → R be Carathéodory function, and v,w ∈ E satisfy

v(i)(t)≤ w(i)(t), t ∈ J , i = , , . . . ,n – . (.)

We say that f satisfies the Nagumo condition with respect to v and w if for

ξ =max

{
w(n–)(T) – v(n–)()

T
,
w(n–)() – v(n–)(T)

T

}
, (.)

there exists a constant C = C(v,w) with

C >max
{
ξ ,

∥∥v(n–)∥∥∞,
∥∥w(n–)∥∥∞

}
(.)

and functions ψ ∈ C[,∞), ϑ ∈ Lp(,T) (≤ p ≤ ∞), such that ψ >  on [,∞),

∣∣f (t,x, . . . ,xn–)∣∣ ≤ ϑ(t)ψ
(|x(n–)|) on J ′ ×D

w
v × R, (.)

and

∫ φ(C)

φ(ξ )

(φ–(x))(p–)/p

ψ(|φ–(x)|) dx,
∫ φ(–ξ )

φ(–C)

(φ–(x))(p–)/p

ψ(|φ–(x)|) dx > ‖ϑ‖pζ (p–)/p, (.)

where (p – )/p≡  for p =∞,

D
w
v =

[
v(t),w(t)

] × [
v
(
α(t)

)
,w

(
α(t)

)] × [
Wv(t),Ww(t)

] × [
Sv(t),Sw(t)

] × · · ·
× [

v(n–)(t),w(n–)(t)
] × [

v(n–)
(
αn–(t)

)
,w(n–)(αn–(t)

)]
× [

Wn–v(n–)(t),Wn–w(n–)(t)
] × [

Sn–v(n–)(t),Sn–w(n–)(t)
]

and

ζ =max
t∈J

w(n–)(t) –min
t∈J v

(n–)(t). (.)

Remark . Let v,w ∈ E satisfy (.). Assume that there exist θ ∈ Lp(,T), ≤ p ≤ ∞, and
σ ∈ [,∞) such that

∣∣f (t,x, . . . ,xn–)∣∣ ≤ θ (t)
(
 + |x(n–)|σ

)
on J ′ ×D

w
v × R.

Then f satisfies the Nagumo condition with respect to v and w with ψ(x) =  + |x|σ .
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Definition . LetC be the constant introduced inDefinition .. Assume that there exist
v,w ∈ E satisfying (.), φ(v(n–)) and φ(w(n–)) are absolutely continuous on J ′. Then v and
w are said to be a pair of coupled lower and upper solutions of BVP (.) and (.) if

[
φ
(
v(n–)(t)

)]′ + f
(
t, v(t), v

(
α(t)

)
,Wv(t),Sv(t), . . . , v(n–)(t), v(n–)

(
αn–(t)

)
,

Wn–v(n–)(t),Sn–v(n–)(t), –C, –C, –Wn–C, –Sn–C
) ≥  a.e. t ∈ J ′, (.)⎧⎪⎪⎪⎨

⎪⎪⎪⎩
min‖z‖∞≤C gi(v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),
z,Wn–z,Sn–z, v(i)())≥ , i = , . . . ,n – ,

min‖z‖∞≤C gn–(v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),
z,Wn–z,Sn–z, v(n–)(T))≥ ,

(.)

and

[
φ
(
w(n–)(t)

)]′ + f
(
t,w(t),w

(
α(t)

)
,Ww(t),Sw(t), . . . ,w(n–)(t),w(n–)(αn–(t)

)
,

Wn–w(n–)(t),Sn–w(n–)(t),C,C,Wn–C,Sn–C
) ≤  a.e. t ∈ J ′, (.)⎧⎪⎪⎪⎨

⎪⎪⎪⎩
max‖z‖∞≤C gi(w,Ww,Sw, . . . ,w(n–),Wn–w(n–),Sn–w(n–),
z,Wn–z,Sn–z,w(i)())≤ , i = , . . . ,n – ,

max‖z‖∞≤C gn–(w,Ww,Sw, . . . ,w(n–),Wn–w(n–),Sn–w(n–),
z,Wn–z,Sn–z,w(n–)(T)) ≤ .

(.)

For convenience, we first list the following hypotheses:
(H) φ(x) is increasing on R;
(H) BVP (.) and (.) has a pair of coupled lower and upper solutions v and w

satisfying (.);
(H) the functional f satisfies the Nagumo condition with respect to v and w;
(H) for (t,x,x, . . . ,xn–) ∈ J ′ × Rn with v(i)(t)≤ xi ≤ w(i)(t),

v(i)(αi(t))≤ xi+ ≤ w(i)(t),Wiv(i)(t) ≤ xi+ ≤Wiw(i)(t), Siv(i)(t)≤ xi+ ≤ Siw(i)(t),
i = , , . . . ,n – , and v(n–)(αn–(t)) ≤ xn– ≤ w(n–)(t),
Wn–v(n–)(t) ≤ xn– ≤Wn–w(n–)(t), Sn–v(n–)(t) ≤ xn– ≤ Sn–w(n–)(t), we
have

f
(·, v(t), v(α(t)

)
,Wv(t),Sv(t), . . . ,xn–, v(n–)

(
αn–(t)

)
,

Wn–v(n–)(t),Sn–v(n–)(t),xn–, . . . ,xn–
)

≤ f (·,x,x, . . . ,xn–, . . . ,xn–, . . . ,xn–)
≤ f

(·,w(t),w(
α(t)

)
,Ww(t),Sv(t), . . . ,xn–,w(n–)(αn–(t)

)
,

Wn–w(n–)(t),Sn–w(n–)(t),xn–, . . . ,xn–
)
,

and f (t,x,x, . . . ,xn–) is nondecreasing in the arguments xn–, xn–, xn–,
xn–;

(H) for i = , , . . . ,n –  and (y, y, . . . , yn–, z) ∈ (C[,T])n × R, gi(y, y, . . . , yn–, z)
are nondecreasing in the arguments y, . . . , yn–.
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We assume that conditions (H)-(H) hold throughout this paper. For u ∈ Cn–[,T]
and i = , , . . . ,n – , we define

ū[i](t) =max
{
v(i)(t),min

{
u(i)(t),w(i)(t)

}}
, (.)

then, for i = , , . . . ,n – , ū(i)(t) is continuous on J , and

v(i)(t)≤ ū[i](t) ≤ w(i)(t), v̄[i](t) = v(i)(t), w̄[i](t) = w(i)(t), (.)

for t ∈ J and i = , , . . . ,n– . Let C = C(v,w) be the constant introduced in Definition .,
and define

ϕ(x) =

{
φ(x), |x| ≤ C,

C (φ(C) – φ(–C))x + 

 (φ(C) + φ(–C)), |x| > C,
(.)

û[n–](t) =max
{
–C,min

{
u(n–)(t),C

}}
, u ∈ E, (.)

and a functional F : J ′ × E → R by

F
(
t,u(·)) = Bu(t) +

ū[n–](t) – u(n–)(t)
 + (u(n–)(t))

, (.)

where

Bu(t) = f
(
t, ū[](t), ū[]

(
α(t)

)
,Sū[](t), . . . , ū[n–](t), ū[n–]

(
αn–(t)

)
,

Wū[](t),Wn–ū[n–](t),Sn–ū[n–](t), û[n–](t),

û[n–]
(
αn–(t)

)
,Wn–û[n–](t),Sn–û[n–](t)

)
.

Then, in view of (H) and (.), we find that ϕ : R → R is increasing and continuous (hence
ϕ– exists), and

lim
x→–∞ϕ(x) = –∞, lim

x→∞ϕ(x) =∞. (.)

What is more, for u ∈ E and t ∈ J ′, F(t,u(·)) is continuous in u, and we can see that

∣∣F(
t,u(·))∣∣ ≤ ϑ(t) max

z∈[,C]
ψ(z) + ‖v‖ + ‖w‖ + . (.)

Now, we consider the BVP consisting of the equation

[
ϕ
(
u(n–)(t)

)]′ + F
(
t,u(·)) = , t ∈ J ′, (.)

and the boundary condition

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u(i)() = gi(ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], ū[i]()) + ū[i](), i = , . . . ,n – ,
u(n–)(T) = gn–(ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], ū[n–](T)) + ū[n–](T).

(.)

http://www.advancesindifferenceequations.com/content/2014/1/285
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Lemma . For any fixed u ∈ E, define L(·;u) : R → R by

L(x;u) =
∫ T


ϕ–

(
x –

∫ τ


F
(
s,u(·))ds)dτ + gu, (.)

where

gu = ū[n–]() + gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],

Sn–ū[n–], û[n–],Wn–û[n–],Sn–û[n–], ū[n–]()
)

– ū[n–](T) – gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],

Sn–ū[n–], û[n–],Wn–û[n–],Sn–û[n–], ū[n–](T)
)
. (.)

Then the equation

L(·;u) =  (.)

has a unique solution.

Proof We first note that L(·;u) is continuous and increasing on R. From (.), we have

lim
x→–∞L(x;u) = –∞ and lim

x→∞L(x;u) = ∞.

Then, from the fact that L(·;u) is continuous and increasing on R, a standard argument
shows that there exists a unique solution of (.). �

Lemma . For u ∈ E, let

Pnu(t) = ϕ–
(
xu –

∫ t


F
(
s,u(·))ds)

with xu being the unique solution of (.) and F(s,u(·)) be defined by (.). Then u(t) is a
solution of BVP (.) and (.) if and only if u(t) is a solution of the following equation:

u(t) =


(n – )!

∫ t


(t – s)n–Pnu(s)ds

+
n–∑
i=

ti

i!
(
ū[i]() + gi

(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],

Sn–ū[n–], û[n–],Wn–û[n–],Sn–û[n–], ū[i]()
))
, n≥ ,

where we take  = .

Proof This can be verified by direct computations, so we omit it. �

3 Main results
In this section, we will state and prove our existence results for BVP (.) and (.).

http://www.advancesindifferenceequations.com/content/2014/1/285
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Theorem . Assume the hypotheses (H)-(H) hold. Then BVP (.) and (.) has at least
one solution u(t) satisfying

v(i)(t)≤ u(i)(t) ≤ w(i)(t) for t ∈ J and i = , , . . .n –  (.)

and

∣∣u(n–)(t)∣∣ ≤ C for t ∈ J , (.)

where C is the constant introduced in Definition ..

To prove Theorem ., firstly, we want to show the following theorems.

Theorem . There exists at least one solution for BVP (.) and (.).

Proof By Lemma ., for any u ∈ E, define an operatorH : E → E by

Hu(t) =


(n – )!

∫ t


(t – s)n–Pnu(s)ds

+
n–∑
i=

ti

i!
(
ū[i]() + gi

(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],

Sn–ū[n–], û[n–],Wn–û[n–],Sn–û[n–], ū[i]()
))
, n≥ .

Then we can see that u(t) is a solution of BVP (.) and (.) if and only if u(t) is a fixed
point ofH.
Let {uk}∞k= ⊆ E with ‖uk – u‖ →  as k → ∞ in E. We want to show that ‖Huk –

Hu‖ →  as k → ∞ in E. For f is a Carathéodory function, then it is easy to see
limk→∞ F(t,uk(·)) = F(t,u(·)). By the Lebesgue dominated convergence theorem,
limk→∞

∫ s
 F(τ ,uk(·))dτ =

∫ s
 F(τ ,u(·))dτ . Let xk be the unique solution of L(x;uk) = ,

where L is given by (.). In view of (.), there exists r ∈ L(,T) such that

∣∣F(
t,uk(·)

)∣∣ ≤ r(t) on J ′. (.)

From (.), (.), (.) and the continuity of gn– and gn–, we see that guk is bounded
and limk→∞ guk = gu . Thus, {xk} is bounded. If {xk} is not convergent, then there exist two
convergent subsequences {xik } and {xjk } such that limk→∞ xik = a, limk→∞ xjk = a. Then,
by the continuity of ϕ– and the Lebesgue dominated convergence theorem again, we have

 = lim
k→∞

L(xik ;uik ) =L(a;u)

and

 = lim
k→∞

L(xjk ;ujk ) =L(a;u),

which contradicts the fact that L(a;u) = L(a;u). Hence, {xk} is convergent, say
limk→∞ xk = x. Thus, L(x;u) =  and limk→∞(Pnuk)(t) = (Pnu)(t). As a consequence,

http://www.advancesindifferenceequations.com/content/2014/1/285


Guo et al. Advances in Difference Equations 2014, 2014:285 Page 8 of 13
http://www.advancesindifferenceequations.com/content/2014/1/285

we also have

lim
k→∞

(Huk)(j)(t) = (Hu)(j)(t), j = , , . . . ,n – .

Thus ‖Huk –Hu‖ →  as k → ∞. This shows thatH : E → E is continuous.
From (.) and the fact that gu is bounded for u ∈ E, this means that H is uniformly

bounded on E, and (Hu)(j)(t) is equicontinuous on J for j = , , . . . ,n – . Now, we show
that (Hu)(n–)(t) is equicontinuous on J . From the definition ofH and Pnu(t), we have

(Hu)(n–)(t) = ϕ–
(
xu –

∫ t


F
(
s,u(·))ds).

Thus, the equicontinuity of (Hu)(n–)(t) follows from the property of absolute of integrals.
By the Arzela-Ascoli theorem, we see thatH(E) is compact. From the Schauder fixed point
theorem,H has at least one fixed point u ∈ E, which is a solution of BVP (.) and (.).
We complete the proof. �

Theorem . If u(t) is a solution of BVP (.) and (.), then u(t) satisfies (.).

Proof Wefirst show that v(n–)(t)≤ u(n–)(t) on J . To the contrary, suppose that there exists
t∗ ∈ J such that v(n–)(t∗) > u(n–)(t∗). If t∗ = , then u(n–)() < v(n–)(), from (.), (H),
(.), (.), and (.), we see that

u(n–)() = gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], ū[n–]()
)
+ ū[n–]()

= gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], v(n–)()
)
+ v(n–)()

≥ gn–
(
v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),

û[n–],Wn–û[n–],Sn–û[n–], v(n–)()
)
+ v(n–)()

≥ min‖z‖∞≤C
gn–

(
v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),

z,Wn–z,Sn–z, v(n–)()
)
+ v(n–)()

≥ v(n–)(),

which is a contradiction. Similarly, if t∗ = T , then u(n–)(T) < v(n–)(T), we have

u(n–)(T) = gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], ū[n–](T)
)
+ ū[n–](T)

= gn–
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], v(n–)(T)
)
+ v(n–)(T)

≥ gn–
(
v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),

û[n–],Wn–û[n–],Sn–û[n–], v(n–)(T)
)
+ v(n–)(T)

http://www.advancesindifferenceequations.com/content/2014/1/285
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≥ min‖z‖∞≤C
gn–

(
v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),

z,Wn–z,Sn–z, v(n–)(T)
)
+ v(n–)(T)

≥ v(n–)(T).

We obtain a contradiction again. Thus, v(n–)()≤ u(n–)() and v(n–)(T) ≤ u(n–)(T).
Now, if t∗ ∈ J ′ such that v(n–)(t∗) > u(n–)(t∗). Then v(n–)(t∗) – u(n–)(t∗) > . Without

loss of generality, we may assume that v(n–)(t∗) – u(n–)(t∗) = maxt∈J{v(n–)(t) – u(n–)(t)}.
Then v(n–)(t∗)–u(n–)(t∗) =  and there exists a small right neighborhood� of t∗ such that
v(n–)(t) –u(n–)(t) >  and v(n–)(t)≤ u(n–)(t) for all t ∈ �. We claim that there exists t̃ ∈ �

such that

[
ϕ
(
v(n–)(t̃)

)]′ –
[
ϕ
(
u(n–)(t̃)

)]′ ≤ . (.)

If this is not true, then ϕ(v(n–)(t)) – ϕ(u(n–)(t)) is strictly increasing in �. Hence,
v(n–)(t) – u(n–)(t) >  on �. This contradicts the assumption that v(n–)(t) – u(n–)(t) is
maximized at t∗. Thus, (.) holds.
From (.), (.), and (.), we have ū(n–)(t̃) = v(n–)(t̃), also, by (H), (.), and (.),

we have

[
ϕ
(
v(n–)(t̃)

)]′ –
[
ϕ
(
u(n–)(t̃)

)]′

≥ –f
(
t̃, v(t̃), v

(
α(t̃)

)
,Wv(t̃),Sv(t̃), . . . , v(n–)(t̃), v(n–)

(
αn–(t̃)

)
,

Wn–v(n–)(t̃),Sn–v(n–)(t̃), –C, –C, –Wn–C, –Sn–C
)

+ Bu(t̃) +
v(n–)(t̃) – u(n–)(t̃)
 + (u(n–)(t̃))

≥ v(n–)(t̃) – u(n–)(t̃)
 + (u(n–)(t̃))

> ,

which is a contradiction with (.). Thus, v(n–)(t) ≤ u(n–)(t) on J . By the same method as
above, we can show that u(n–)(t) ≤ w(n–)(t) on J . Hence,

v(n–)(t) ≤ u(n–)(t)≤ w(n–)(t) for t ∈ J . (.)

Next, we can see that the following inequality holds:

v(i)()≤ u(i)() ≤ w(i)(), i = , , . . . ,n – . (.)

In fact, assume there exists i′ ∈ {, , . . . ,n – } such that u(i′)() < v(i′)(), then, in view of
(.), ū[i′]() = v(i′)(). Hence, from (.), (H), (.) and (.),

u(i
′)() = gi′

(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], ū[i
′]()

)
+ ū[i

′]()

= gi′
(
ū[],Wū[],Sū[], . . . , ū[n–],Wn–ū[n–],Sn–ū[n–],

û[n–],Wn–û[n–],Sn–û[n–], v(i
′)()

)
+ v(i

′)()

http://www.advancesindifferenceequations.com/content/2014/1/285
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≥ gi′
(
v(),Wv(),Sv(), . . . , v(n–),Wn–v(n–),Sn–v(n–),

û[n–],Wn–û[n–],Sn–û[n–], v(i
′)()

)
+ v(i

′)()

≥ min‖z‖∞≤C
gi′

(
v,Wv,Sv, . . . , v(n–),Wn–v(n–),Sn–v(n–),

z,Wn–z,Sn–z, v(i
′)()

)
+ v(i

′)()

≥ v(i
′)().

This is a contradiction. Thus, v(i)() ≤ u(i)() for i = , , . . . ,n – . By a similar argument,
we see that u(i)() ≤ w(i)() for i = , , . . . ,n – . Then (.) holds.
Finally, from (.) and integral inequality, we have

u(n–)(t) – v(n–)()≤ u(n–)(t) – u(n–)()≤ w(n–)(t) –w(n–)(),

and using (.), we obtain v(n–)(t) ≤ u(n–)(t) ≤ w(n–)(t). Similarly, we can show that u(t)
satisfies (.). The proof is completed. �

Theorem . If u(t) is a solution of BVP (.) and (.), then u(n–)(t) satisfies (.).

Proof FromTheorem., we know that u(t) satisfies (.). If (.) does not hold, then there
exists t ∈ J such that u(n–)(t) > C or u(n–)(t) < –C. By the mean value theorem, there
exists t̃ ∈ J such that Tu(n–)(t̃) = u(n–)(T)–u(n–)(). Then, from (.), (.), and (.), we
see that

–C < –ξ ≤ v(n–)(T) –w(n–)()
T

≤ u(n–)(t̃) ≤ w(n–)(T) – v(n–)()
T

≤ ξ < C.

If u(n–)(t) > C there exist t, t ∈ J such that u(n–)(t) = ξ , u(n–)(t) = C and

ξ = u(n–)(t)≤ u(n–)(t)≤ u[n–](t) = C for t ∈ I, (.)

where I = [t, t] or I = [t, t]. In the following, we only consider the case I = [t, t], since
the other case can be treated similarly. From (.) and (.), û(n–)(t) = u(n–)(t) on I , and
in view of (.) and (.), we have ū[i](t) = u(i)(t) for t ∈ J and i = , , . . . ,n–. Thus, from
(.),

F
(
t,u(·)) = f

(
t,u(t),u

(
α(t)

)
,Wu(t),Su(t), . . . ,Wn–u(n–)(t),Sn–u(n–)(t),

u(n–)(t), û(n–)
(
αn–(t)

)
,Wn–û(n–)(t),Sn–û(n–)(t)

)
, t ∈ I.

Then, by a change of variables and from (.) and (.), we can obtain

∫ φ(C)

φ(ξ )

(φ–(x))(p–)/p

ψ(|φ–(x)|) dx

=
∫ φ(u(n–)(t))

φ(u(n–)(t))

(φ–(x))(p–)/p

ψ(|φ–(x)|) dx

=
∫ t

t

[φ(u(n–)(s))]′

ψ(|u(n–)(s)|)
(
u(n–)(s)

)(p–)/p ds

http://www.advancesindifferenceequations.com/content/2014/1/285
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=
∫ t

t

(ϕ(u(n–)(s)))′

ψ(|u(n–)(s)|)
(
u(n–)(s)

)(p–)/p ds
=

∫ t

t

–f (s,u(s), . . . ,Sn–u(n–)(s))
ψ(|u(n–)(s)|)

(
u(n–)(s)

)(p–)/p ds
≤

∫ t

t
ϑ(s)

(
u(n–)(s)

)(p–)/p ds.
Hence, the Hölder inequality implies

∫ φ(C)

φ(ξ )

(φ–(x))(p–)/p

ψ(|φ–(x)|) dx ≤ ‖ϑ‖p
(∫ t

t
u(n–)(s)ds

)(p–)/p

= ‖ϑ‖p
(
u(n–)(t) – u(n–)(t)

)(p–)/p
≤ ‖ϑ‖p

(
max
t∈J

w(n–)(t) –min
t∈J v

(n–)(t)
)(p–)/p

= ‖ϑ‖pζ (p–)/p,

where ζ is defined by (.). But this contradicts with (.). Therefore, u(n–)(t) ≤ C. If
u(n–)(t) < –C, by a similar argument as above, we can show that (.) holds. Hence the
proof of the theorem is completed. �

Now we are in a position to prove Theorem ..

Proof of Theorem . Note that any solution of BVP (.) and (.) satisfying (.), (.)
is a solution of BVP (.) and (.). The conclusion readily follows from Theorem .-..

�

4 Example
Example . Consider the boundary value problem consisting of the equation

((
u′′(t)

))′ +



t–


(
 + u(t)

)
–

t


[
t –

∫ t


tsu(s)ds

]

–



t

[
t – u

(
t

)] + t–



[∫ 


(t + s)u′′(s)ds

]

= , t ∈ (, ), (.)

and the boundary condition

⎧⎪⎨
⎪⎩
mins∈[,] u′(s) – u() + 

 = ,∫ t
 (ts)u(s)ds – eu′() = ,
u′′(  ) – eu′() = .

(.)

BVP (.) and (.) has at least one solution u(t) satisfying

–(t + ) ≤ u(t) ≤ (t + ), (.)

–(t + )≤ u′(t)≤ (t + ), (.)

http://www.advancesindifferenceequations.com/content/2014/1/285
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and

–e ≤ u′′(t)≤ e, (.)

for t ∈ [, ].
In fact, if we let n = , φ(x) = x,

f (t,x,x, . . . ,x) =



t–

 ( + x) –

t


[
t – x

] – 


t[t – x] + t–

 x,

for (x,x, . . . ,x) ∈ Rn, andβ(t) = t, k(t, s) = ts,α(t) = t, h(t, s) = t+s,H =max{h(t, s) :
(t, s) ∈ [, ]× [, ]} = , and

g(y, . . . , y, z) = min
s∈[,]

y(s) – z +


,

g(y, . . . , y, z) = y(t) – ez,

g(y, . . . , y, z) = y
(



)
– ez,

for (y, . . . , y, z) ∈ (C[, ]) ×R, then it is easy to see that BVP (.) and (.) is of the form
of BVP (.) and (.). Clearly, (H), (H) and (H) hold.
Let v(t) = –(t + ) and w(t) = (t + ). Obviously, v(t), w(t) satisfy (.). Define ϑ(t) =


 t

–/ and ψ(x) =  + x. Then ϑ ∈ L(, ) with ‖ϑ‖ = 
 , ψ(x) >  on [,∞), and

∣∣f (t,x,x, . . . ,x)∣∣ ≤ 

t–



(
 + |x|

)
= ϑ(t)ψ

(|x|),
on (, )×D

w
v ×R, whereDw

v is given by Definition .. Thus (.) holds. For ξ defined by
(.), we have ξ = withC = e and p = , and it is easy to check that (.) holds. Through
computations, we can obtain (.). Hence, f satisfies the Nagumo condition with respect
to v, w i.e. (H) holds. Moreover, a simple computation shows that v(t) and w(t) satisfy
(.)-(.). Hence (H) holds. Finally, obviously (H) holds.
Therefore, by Theorem ., BVP (.) and (.) has at least one solution u(t) satisfying

(.)-(.).

5 Conclusions
In this paper, we obtain a new existence result for higher-order integro-differential BVPs
with φ-Laplacian like operator and functional boundary conditions. Firstly, we state some
preliminaries and lemmas such as the definitions if we have the Nagumo condition and
a pair of coupled lower and upper solutions. Secondly, under conditions (H)-(H), we
get the main result (Theorem .), and we prove the result in three steps (Theorems .-
.) which mainly use lower and upper solutions and the Schauder fixed point theorem.
Finally, an example is given to illustrate our main result.
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