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Abstract

In this article, we study Riemann-Stieltjes integral boundary value problems of
nonlinear fractional functional differential coupling system involving higher-order
Caputo fractional derivatives. Some sufficient criteria are obtained for the existence,
multiplicity, and nonexistence of positive solutions by applying fixed-point theorems
on a convex cone. As applications, some examples are provided to illustrate our main
results.
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1 Introduction

Fractional differential equations arise in many engineering and scientific disciplines as
the mathematical modeling of systems and processes in the fields of physics, chemistry,
aerodynamics, electrodynamics of complex medium, polymer rheology, Bode’s analysis
of feedback amplifiers, capacitor theory, electrical circuits, electron-analytical chemistry,
biology, control theory, fitting of experimental data, and so forth, and involves derivatives
of fractional order. Fractional derivatives provide an excellent tool for the description of
memory and hereditary properties of various materials and processes. This is the main
advantage of fractional differential equations in comparison with classical integer-order
models. In consequence, the subject of fractional differential equations is gaining much
importance and attention. Especially, there have been many papers focused on bound-
ary value problems of fractional ordinary differential equations (see [1-16]). Moreover,
the boundary value problems with Riemann-Stieltjes integral boundary condition arise in
a variety of different areas of applied mathematics and physics (for more comments on
Stieltjes integral boundary condition and its importance, we refer the reader to the pa-
pers by Webb and Infante [11, 12] and their other related works). For example, blood flow
problems, chemical engineering, thermo-elasticity, underground water flow, population
dynamics, and so on can be reduced to nonlocal integral boundary problems. Nonlocal
boundary value problems of fractional-order differential equations constitute a class of
very interesting and important problems. This type of boundary value problems has been
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investigated in [9, 10, 13—16]. To the best of our knowledge, there are only few papers deal-
ing with the existence, multiplicity, and nonexistence of positive solutions of Riemann-
Stieltjes integral boundary problems for high-order nonlinear fractional differential cou-
pling system. Therefore, we study the existence, multiplicity, and nonexistence of positive
solutions for the following high-order nonlinear fractional differential coupling system
(abbreviated by BVPs (1.1)-(1.2) throughout this paper):

D, u(t) +f(t, u(®),v(t),u'(£),V'(£) =0, te(0,1),n-1<a<n, 1)
Dj,v(e) + gt ult), u'(t) = 0, te(0,1),m-1<p<m, '
subject to the integral boundary conditions
u(0) = u"(0) = --- = u"D(0) = 0, W)= fol u(s) dH(s),
1 (1.2)
v(0) =v"(0) = --- = v D(0) = 0, V(1) = [; v(s) dK(s),

where n,m e N, n,m > 3. D, Dg , are the Caputo fractional derivatives of order n —1 <
a<mm-1<B<m.f:[0,1] x [0,+00)* — [0, +00), g : [0,1] x [0,+oo)2 — [0, +00)
are continuous functions. The integrals from (1.2) are Riemann-Stieltjes integrals. H, K :
[0,1] — R are the function of bounded variation with A; £1 — fol sdH(s) #0 and A, £
1- fol sdK(s) # 0. To the best of our knowledge, the study of existence of positive solutions
of nonlinear fractional differential system (1.1)-(1.2) has not been done.

The rest of this paper is organized as follows. In Section 2, we recall some useful defi-
nitions and properties, and present the properties of the Green’s functions. In Section 3,
we give some sufficient conditions for the existence and nonexistence of positive solutions
for boundary value problem (1.1)-(1.2). Some examples are also provided to illustrate our

main results in Section 4.

2 Preliminaries

For the convenience of the reader, we present here the necessary definitions from frac-
tional calculus theory. These definitions and properties can be found in the recent litera-
ture.

Definition 2.1 (see [17,18]) The Riemann-Liouville fractional integral of order « > 0 of a
function f : (0,00) — R is given by

1 t
LBft)=—=— [ (t-5)*"f(s)ds,
0= g [ -9 s
provided that the right-hand side is pointwise defined on (0, 00).

Definition 2.2 (see [17, 18]) The Caputo fractional derivative of order « > 0 of a continu-

ous function f : (0,00) — R is given by

P S A0
Dosi) = rm—m/o @5y %

where n —1 < o < n, provided that the right-hand side is pointwise defined on (0, c0).
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Lemma 2.1 (see [17]) Assume that u € C(0,1)NL(0,1) with a Caputo fractional derivative
of order o > 0 that belongs to u € C"[0,1], then

I8, D& u(t) = u(t) + Co + Crt + -+ - + Cpgt™™,
forsome C; e R,i=0,1,...,n—1, where n is the smallest integer greater than or equal to o.

Here we introduce the following useful fixed-point theorems.

Lemma 2.2 (see [19]) Let E be a Banach space, P C E a cone, and 1, Q2 are two bounded
open balls of E centered at the origin with 0 € Q and @, C Q. Suppose that T : PN (2 \
Q1) — P is a completely continuous operator such that either

(i) 1Tull < lull, u e PN o2y and || Tu|| > ||ull, u € PN 32y, or

(i) |Tull = |lull, u e PN O and || Tu|| < ||u|l, u € PNIQ;
holds. Then T has at least one fixed point in PN (Q \ Q).

Let E be a real Banach space with a cone P C E. Define a partial order < in E as v < u if
u—veP. Foru—veE, the order interval (v, u) is defined as (v,u) = {x € E:v <x < u}.

Lemma 2.3 (see [20]) Let P be a normal cone in a real Banach space E, (vo,ug) C P and
T : (v, uo) — (vo,uo) be an increasing operator. If T is completely continuous, then T has
a fixed point u* € (vo,up).

Now we present the Green’s functions for system associated with BVPs (1.1)-(1.2).

Lemma2.4 IfH :[0,1] — Risa function of bounded variation with A, = l—fol sdH(s) #0
and y € C([0,1]), then the unique solution of

Dg.u(t)+yt) =0, te(0,l)n-1l<a<nn=>3,
7 (n-1) / 1 (2.1)
u(0) =u"(0)=---=u"(0) = 0, u'(1) = [, uls)dH(s),
is given by
1
)= [ Gt ds
0
where
P
Gultrs)=2u(65) + 1 [ aute,)dH(w) (22)
At Jo
and
(a—l)t(l—s%oz’z—(t—s)“’l’ 0<s<t<l,
&t ol %, 0<t<s<l. 23)

Proof Applying Lemma 2.1, Eq. (2.1) is translated into an equivalent integral equation

1 t
ult) = ——— / (t—s)""y(s)ds+ Co+ Cit +---+ Cpyt" .
C(a) Jo
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In the light of #(0) = #”(0) = --- = u”(0) = 0, we have Cy = C, = --- = C,,_; = 0. From
W)= fol u(s) dH(s), we deduce

1 1
—m /0 (@ —1)A-35)*2y(s)ds + C,

1
:/0 |: F(a)/(s )% ly(-,;)dt+cls:| dH(s),

namely,

1
C; - dH
Lo
_o- 1/(1 9°2y(6) s——f (/ (s- )% ly(r)dr)dHU

which implies

C1=

- 1 ! * o-1
y(s) ds — AlF(oz)/(; (/ (s—1) y(t)dr) dH(s)
1 1
-2 a-1
- A / a-9nis s [1( [ 6o o

a-2 a-1
A1F a)/ 1-39) y(s)ds—Alr( )/ (/ (t —3s) dH(r))y(s

Therefore, the solution of BVPs (2.1) is

L ! a-2
AT @) |:/0 (@ =1)1-9)*""y(s)ds

1
— /1</1(r —g)*! dH(t))y(s) ds]
0 s

1

t 1
) W{/o [« =DeL =9 = (=9 ]y(s) s + / (&~ De(1 - ) 2y(s) ds

u(t) = F( )/ (t—s)*" 1y(s)a's+

111‘)‘-261"*111"‘—201
—/O(a— JE(L—5)*2y(s) “EUO (@ = (1= )"2y(s)ds

- /1</1(r — )% dH(T))y(s) ds“
0 s

_ ﬁ{ /0 [(er — 1)1 — )2 — (£ — ) ]y(s) ds

1 1 1
+ /t (@ — 1)t —5)*2y(s) ds — Ail (1 - /0 th(t)) /0 (a = 1)1 —5)*7>y(s) ds

1 1 !
+ ALl [/0 (@ —1)(1 - 5)*2y(s) ds —[) (/S (r-9" dH(r))y(s) ds]}

1
(o)

d 1 1 o—2
([ s

¢ 1
{/ [(a D1 -5 - (t- s)“’l]y(s) ds + / (a = 1)1 = 5)*72y(s) ds
0 ¢
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/ (t —9)*" 1dH(r)) (s)ds]}

(=}

1
FL {/ o -1l -s)*2—(t- s)"“l]y(s) ds + ‘/t (@ = 1)t —5)**y(s) ds

/(/ (¢ =171 -9 2dH(r))y(s)ds
0
1/ p1
_ o2 _ el d d
+/O (/S [(a t(1-s) (t-s) ] H(r))y(s) S:H
1 1/ pl
:/Oga(t,s)y(s)ds+Ai1/0 (/0 gu(f,s)dH(r)>y(s)ds

1
- f Gult,9)y(s)ds,
0

where G,(t,s) and g, (¢, s) are defined by (2.2) and (2.3).

Now, we will prove the uniqueness of solution for BVPs (2.1). In fact, let u;(t), uy(t)
are any two solutions of (2.1). Denote w(t) = u;(¢) — ux(¢), then (2.1) is changed into the
following system:

D§w(t)=0, te(0,1),n-1l<a<mnn=>3,

w(0) =w"(0) =--- =wl"D(0) = 0, w(1) = 0.
Similar to the above argument, we get w(£) = 0, that is u;(¢) = u2(£), which mean that the
solution for BVPs (2.1) is unique. The proof is complete. d
Lemma 2.5 IfH :[0,1] — R is a nondecreasing function and A, > 0, we also let G,,(t, s) =
G (t,5), g, (t,8) = 5 9 0, (t,5), then we have the following properties:
(1) gu(t,s) > 17 g, (1,5) > t* g, (t,5), for all (t,5) € [0,1] x [0,1].
(2) Gult,s) = t*y(s) = t*71 G (t,5), for all (t,s) € [0,1] x [0,1], where ], (s) = g,(1,5) +

+ Jo g (T,9)dH (), s € [0,1].
(3) G,(t,s) =0 forall (t,s) €0,1] x [0,1], and for every 6 € (0, %), we have

%uln 2.9 = nge(Ls) = g, (), Vt,s€[0,1],
te

min_ G, (6,) = Wa(s) 272G, (£1s), Vo5 €(0,1],
te

A

where y 21— (1-0)*"2, 1, 2 2‘—jy1.
Proof (1) For t,s € [0,1], from (2.3), we have

(@-1)(1-5)*"2(a-1)(t-5)*"2

/ _ ()
ga(t) S) - (a—l)(l—s)"’z «
@ ===

A
=)
A
~
=

(2.4)

Clearly, g, (¢,s) > 0 for ¢,5s € [0,1] which indicates g, (¢,s) is increasing with respect to ¢ €
[0,1]. Therefore, g, (¢,5) < g,(1,s) for ¢,s € [0,1].
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On the other hand, for ¢ > s, then

ga(t,S) _ (¢ =1)t(1 - s)"“2 —(t- S)a—l

g&(Ls)  (a-1)(1-s)*2—-(1-s)1

(@ = D=5 — (1o
(¢ =11 =s)22 - (1 -s)2!

M@ -1)A -9 = (1= )]
(@ —1)(1—5)22 — (1 —s)>1

. ol [(e-1)1- S)a—Z —(1- S)a_l]

(a0 —1)(1-s)22 - (1-s)*1
_ ta—l‘

Thus, for t < s, we have

Lty (@-DH-977  (@-Dl-9 -9
&Ls) (@-1)1-52-1-9)1 " (@-DA-5)*2-(1-s)et =" °

Therefore, g, (t,s) > t*"1g,(1,s) > t*71g,(¢,s), for all (¢,s) € [0,1] x [0,1].
(2) From (2.2), we have

PR
Gu(t,s) =gu(t,s) + A_1 /0 2.(7,8)dH(7)

a-1

A 1
> 18,09+ / 2u(t,8) dH(x)
0

= tailja (S),

where

1
Jls) = 2a(1,5) + - fo 2u(t,) dH(x)

1
1
> gultys) + Ail /0 gu(t,)dH(7)
= Gyu(t,s).

Therefore, G4 (t,5) > t*",(s) > t*71G,(t,s), for all (¢,5) € [0,1] x [0,1].

(3) From (2.4), for t € [0,1], we have % < 0. Thus, g, (¢, s) is decreasing with respect
to t € [0,1]. Therefore, for 6 € (0, %), we have

. , DA -5)*2 - (@ -1)(1-6 —5)*2

For any s € [0,1], we get

g,(1-6,s) - (@-1DA=98)*2=-(x-1)1-6 —5)*2
2(s8) ~ (¢ =1)1 —s)*2

9 -2
:1-(1-—) >1-(1-0)"22y.
1-s

Page 6 of 18


http://www.advancesindifferenceequations.com/content/2014/1/254

Zhao and Gong Advances in Difference Equations 2014, 2014:254 Page 7 of 18
http://www.advancesindifferenceequations.com/content/2014/1/254

By

G5 @-Di-9">  _ a-
21,5 (@-1)1-s22-(1-s21 a+s-2’

we derive

-1
s—2

. / / o
mlne]ga(t, 5)>g,(1-0,3) > ng,(ss) = = 1184(1,8) > ngy(1,s),

te[0,1-

(@-1)(1-5"2  a-1
') Ca+s—2

oa-1
g&(trs) Sg(;(s, S) = goz (LS) S mga(lys)'

Therefore,

-2
min_ ¢, (t,9) > ng(Ls) = g, (£.5) £ yagl (£.s), V.5 € [0,1].

te[6,1-6] a-—-1

From (2.2), for Vt,s € [0,1], we have

! / 1 !
G, (t,s)=g,(t,s) + A—l /0 2o(7,8)dH(7)

a-1 1 !
- 4 1’ D o ) H
<209 o [atmadi)

1

oa-1

1 1
< m[ga(l,S) x| @t dH(r)]
a-1
= mfa(s)'
According to g, (t,s) > 0, A; > 0, it is clearly that G/, (¢,s) > 0. For V¢, s € [0,1], we obtain

1 1
in G,(t,s)= min g/ (t,s)+— ,s)dH
sl el o (65) rer[’é‘,‘f_le]ga( s)+Al /0 2u(1,8)dH(T)

1 1
> 11ga(l,s) + / ga(t,5) dH(2)
A1 Jo

1
Zm[ (L9) + Ail /0 ga(r,s)dH(r)}

o—2
=1/uls) = —— G, (t,s) =G, (t,s).
The proof of Lemma 2.5 is complete. O

From Lemma 2.5, we have the following lemma.

Lemma2.6 [fH:[0,1] — Risa nondecreasing function and A; > 0, then the Green’s func-
tions Gy, G,, of BVPs (2.1) are continuous on [0,1] x [0, 1] and satisfy G, (t,s), G, (t,s) > 0 for
all (¢,s) € [0,1] x [0,1]. Moreover, if y € C([0,1]) satisfies y(t) > 0 for all t € [0,1], then the
unique solution u(t) of BVPs (2.1) satisfies u(t) > 0, min;c(p,1-g) u(2) > 6~ maxy (o1 u(t),
u'(t) = fol G, (t,5)y(s)ds > 0 for all t € [0,1] and min,cjg1_9) u'(t) > y» maxy ey v (¢).
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We can also formulate similar results as Lemmas 2.4-2.6 above for the fractional differ-

ential equation

D0+v( )+ h(t) =0,
v(0)=v"(0)=---=

te(0,1)ym-1<B<mm=>3, 25)
v D0)=0, V()= [y vis)dK(s),

where m € N, m > 3, K : [0,1] — R is a nondecreasing function and # € C([0,1]). In a
similar manner as Ay, 1, ¥2, gor £5» Go» G,, and J,, we introduce Ay, ¥,, ¥5, g5 g%, Gg,
G}; and /g the corresponding constants and functions for BVPs (2.5) defined by A, £
1- folde(s) 40,9/ 21-(1-0)2, y 2 £ %7/1: Gpl(t,s) = gp(t,s) + Aszolg,g(r,s)dl((r),

; ; 1
G;g(txs) £ i;)_tGﬁ(trS)) g:q(t’ S) £ %gﬁ(t’ S)r ]ﬁ(s) = gﬂ(l’s) + ALz f() gﬁ(f’s) dI((T)r
s (ﬂ—l)t<1—sl)_ﬁ:—(t—S)ﬁ’1, s<t<l1
,8) = z
88 (ﬂ—l)li((lﬁ—)s)f‘ 2 <t<s<l

3 Existence and nonexistence of positive solutions
In this section, we will discuss the existence and nonexistence of positive solutions to the
BVPs (1.1)-(1.2) under various assumptions on f and g.

We present the assumptions that we shall use in the sequel.

(Hi1) H,K :[0,1] — R are nondecreasing functions, A; =1 — folsdH(s) >0, Ay =1-
fol sdK(s)>0

(Hz) The functions f : [0,1] x [0, 00)* > [0,00), g:[0,1] x [0,00)2 = [0, 00) are contin-
uous and f(¢,0,0,0,0) = g(¢£,0,0) = 0 for all £ € [0,1].

For simplicity, we introduce some important notations as follows:

gt %)

t ) ) bl
limsup max L2222 W) ,
xX+Yy

xryrziw— 0t O X+ Y +Z+ W

-

£° = lim sup max
x+y—0* te(0,1]

ft,x,y,z,w) g(t,x,9)

fo= liminf min go =liminf min

xayrziw—0" te[0,1-01 X + Y +Z + W xy—>0% telf,1-0] X +7y
t X, Y, Z, t)x;
f*= limsup max M £%° = limsup max & y),
x+y+z+w—+oo €O X + Y + 2 + w x+y—>+oot€[01] X+ Y
t XV, 2, W . . . t’x)
foo= liminf  min M g = liminf min ‘u,
xtyrziw—+00te[0,1-0] X + Y + Z + w’ xty—>+0te[0,1-0] X +y
_20-3 1-6
/ Ju(s)ds,  Ay=(0"""+n) Ja(s) ds,
0
2/3 3 1-6
B = / Jss)ds,  By=wo(07"+9) | Jsls)ds,
0

where yp = min{#%7L, ).
Let E = C'[0,1] be endowed with the norm

llu| = max| (t)‘ + max}u’(
te[0,1]

1= o + |1

Page 8 of 18
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Let the cone P C E and the operators T : P — P be, respectively, defined by
_ . / . a-1 . / /
P= {u €E:u(t),u'(t) > 0, min_ u(t) > 6% ullo, nin, u OESA IIO} (3.2)
and

1 1

(Tu)(t) = / Gq(t, s)f(s, u(s),f Gg(s, r)g(r, u(t), M/('()) dr,u(s),
0 0
1

/0 Gy(s, 1)g(7,u(r), u' (7)) dr) ds, tel0,1]. (3.3)

It is easy to see that if x(¢) is a fixed point of T, then BVPs (1.1)-(1.2) have a pair of solution
(u,v) expressed as

u(t) = x(¢), t €[0,1],
v(t) = fol Gp(t,s)g(s,x(s),%'(s))ds, tel0,1].

Theorem 3.1 Assume that (Hy)-(Hs) hold. Assume A\f° < < Ayfoo, and Big® <1 < Byga.
Then BVPs (1.1)-(1.2) have at least a pair of positive solutions (u(t), v(t)).

Proof Inview of Aif° < 5 and Big” < 1, there exists &; > 0 such that

B, (go +e1) <1 (3.4)

N =

Al(fo + 81) <

By the definition of f°, g°, we may choose o7 > 0 such that, for £ € [0,1],0 <x+y <x+y+

z+ w < 01, we have

flt,x,y,z,w) < (fo +e)x+y+z+w), glt,x,y) < (go +61)(x+Y). (3.5)

Let ©Q; = {u € P: ||u| < 01}. Define the operator T : ; — £2; the same as (3.3). We shall
prove the theorem through two steps.

Step 1. We assert that T": ©; — £2; is completely continuous. In fact, by the definition T,
it is easy to see that T is continuous in £2;. It follows from (3.4), (3.5), and Lemma 2.5 that,
for any u € @4, s € [0,1],

1
/(; (G,g (5,7) + G4 (s, r))g(r, u(t),u'(v)) dt

1
5/0 </5(r) + g 2/,s(r)) (&° + &) (u(r) +u/(x))dr
(25 3)(g0+81)||u||/
Js(

T)dt < o1,

which implies that

| Tu|| = max, | Tu(t)| + max |(Tu) @)

1 1
/0 (Gal(t,9) + G (¢, S))f<s, M(S),/O Gp(s, T)g(t, u(r), v/ (v)) dt, 1 (s),
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1
/ Gy(s, 1)g(r, u(r), u' (7)) dr) ds
0

1
< [ (nor+ 2=

1
+ / G};(s, ‘L')g(‘(,u(l’), u’(t)) dart + u(s) + u'(s)) ds

1 1
2]0{(S)> (fo + 81) </ Gﬂ(s)f)g(T: M(T), I/l/(f)) dT
0

(2a 3)(f°+£1)/]a ((2,3 3)(g0+81

x/ Jp()(u(r) + (1)) dT + ||u||>ds
0

200—-3
<

1 2[3_3 1
0 0
— fo Ju(s) ds(f +81)|:ﬂ—2 /0 Jp(s) ds(g +81)+l]llull

= Ay (F0 + 1) [Bi(¢° + &1) + 1] lull < llull < 1. (3.6)

Thus, we show that 7(2;) C €; and T'(£2) is uniformly bounded.

Next, we prove that T : Q; — € is equicontinuous in [0,1], that is, for any u € Q;,
t,t; € [0,1], Ve > 0, 38 = §(¢) > 0, when | — 5] < &, then |(Tu)(t;) — (Tu)(£,)| < €. Indeed,
take § = 8(¢) = (2“ 3)6 , we have

|(Tu)(tr) — (Tu)(2s) |

1 1
= V (Ga(tlys)_Ga(t2>s))f(s»u(s):/ Gp(s, T)g(T, ul(t), u'(r)) dr,u'(s),
0 0

/1 Gyl(s, r)g(t, u(t),u/(v)) dr) ds
0

1 1
< / |G; (é,s)| |ty — to| '/(s, u(s),/ Gp(s, T)g(T, u(‘[),u/(‘[)) dt,u(s),
0 0

1
/ G};(s, T)g(r, u(t), u’(r)) dr) ds
0

1 1
= |:/ G;(g,s)f<s,u(s),/ G,g(s,t)g(r,u(t),u’(r)) drt,u'(s),

0 0

1

/ G;g(s,r)g(r,u(r),u/(r))dr) ds]ltl—t2|
0
~1)(F° 1 1

< [W /0 /a(S)< /0 Gy(s, Vg (v, u(x), (1)) dt

1

+ / Gp(s, T)g (v, u(r),w' (1)) dt + uls) + u’(s)) ds:| |t -t
0

2a 3 / Ju(s)ds(f° + 1)

-1
X|:ﬁ 2‘/.0]lg(s)ds(go+(91)+1]||u||20;_3

-1
= AL (0 + 1) [Bi(g° + 1) + 1] 1wl 2"; —

|t — o

(o )01
200 —

|t — Bl <

|t1 t2|<6.

Page 10 of 18
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Step 2. Now we verify condition (i) or (ii) of Lemma 2.2. In fact, for all u € PN 9,
s € [0,1], similar to the argument of (3.6), we get

| Tull < |lull, uePNa2. (3.7)

On the other hand, since % <Asfs and 1 < Bygoo, there exists &5 > 0 such that

1
Ay(foo —€2) > > Bi(goo —€2) > 1. (3.8)

By the definition of f.,, goo, We can choose o, > o7 such that, for£ € [0,1-0],0; <x+y <

X+Yy+2z+w<oo, we have

fEGx,y,2,w) > (fo —e2)x+3),  gt,%) > (g0 — €2)(x + ). 3.9)
Let 09 = max{oy, ;—é} = ;—(2;, where yp = min{#%~1, »}. Set Q, = {u € P: ||u|| < 03}. Define the
operator T : Q2; — 2, as (3.3). Similar to the above discussion of T : ; — 2, we know
that T: Q9 — Qj is completely continuous. Then for ¢t € [0,1 — 0], u € P N 92, implies
that

u(t) +u' (1) = 0°Hullo + va ||| = min{6*, yu } (llullo + '] ) = vollull = o3.

It follows from (3.8), (3.9), and Lemma 2.5 that, for any u € PN 9y, s € [0,1 - 0], we have
1
/ (G,g (5,7) + Gy (s, r))g(r, u(t),u'(v)) dt
0
1-6
> [0+ ) e - ea) )+ () de
)

1-6
> el 0 ) [ e
)
=By (g0 — &2)llull > [luell. (3.10)
Then, for ¢ € [6,1 - 0], by (3.8)-(3.10) and Lemma 2.5, we get
|| Tee|| = max |Tu(t)’ + gril?é(l’(Tu) (t)‘

<t<1

= /I(Ga(t,s) +GL (¢, s))f(s, u(s), fl Gp(s, T)g (T, u(r), v/ (v)) dt,u'(s),
0 0
1
/0 Gy(s,0)g (7, u(r),u' (7)) dr) ds
1-6 1
> / (07 a(s) + 1Jals)) (foo — 82)(/ Gp(s, 1)g(r, u(r),u' (1)) dr
0 0

1
+ / Gy(s, 1)g (7, u(t), u'(z)) dt + uls) + u’(s)) ds
0

> As(fos — €2)[Ba(goo — £2) + 1]llull = ||,
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which implies that
1 Tull = llull, wePNay. (3.11)

By (3.7), (3.11), and condition (i) of Lemma 2.2, we know that T has at least one fixed
point u; € PN (2,\Q). Consequently, BVPs (1.1)-(1.2) have at least a pair of positive solu-
tion (u,v) € P x P, here u(t) = uy(t), v(t) = fol Gg(t,5)g(s, ui(s), ui(s)) ds. The proof is com-
plete. d

Similarly, we can get the following theorem.

Theorem 3.2 Assume that (Hy)-(Hy) hold. Assume A1f* < % < Ayfo and B1g™ <1 < Bygp.
Then BVPs (1.1)-(1.2) have at least a pair of positive solution.

Theorem 3.3 Assume that (H;)-(Hy) hold. If Ayfy > %, Bygo > 1, Ayfoo > %, Bygy > 1,

B,g® <2, and there exists a constant i > 0 such that

max{g(t,x,y) :te0,1],x+y€ [O,,u]} < Bﬁ; (3.12)
1
m
max{f(t,x,y,z,w) : £ € [0,1],x +y +z+ w e [0, u]} < e (3.13)
1

Then BVPs (1.1)-(1.2) have at least two pairs of positive solutions.

Proof In view of Ayfy >1 and Bygy > 1, there exists ¢ > 0 such that

Bz(g() - 8) >1. (314)

N =

Asr(fo—¢€) =

By the definition of fy, go, we may choose 61 > 0 such that, for £ € [6,1-0],0 <x+y <
x+y+2z+w =< 61, we have

ftxy,zw) > (fo—e)x+y+z+w),  glt,xy) > (g —&)x+y). (3.15)
Moreover, from ngo < 2, take p; satisfying 0 < p; < 2%&1 < i such that

2
gltxy) =g x w+y) = 2%, Vee[0lx+yel0p)
2

Set Q) = {u € P: ||u|| < p1}. Define the operator T : Q; — € as (3.3). Similar to the discus-
sion of Theorem 3.1, we know that T : Q; — € is completely continuous. It follows from
(3.14)-(3.15) and Lemma 2.5 that, for any u € PN 9%y, s € [0,1],

1
/(; (G,g (5,7) + Gy(s, r))g(r, u(t),u'(v)) dt

201 (! p-1
=B Js (Iﬁ(r)+ﬁ—2

2B .
]ﬁ(r)) dr = B—l p1 < 1. (3.16)
2
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Then, for ¢ € [6,1 - 0], by (3.14)-(3.16) and Lemma 2.5, we obtain

| Tu|| = maxJTu(t)’ + max ’(Tu)’(t)‘

0<t< 0<t<1

= /I(Ga(t,s) +GL (¢, s))f(s, u(s), fl Ggp(s, T)g(t,u(r), v/ (v)) dt, 1 (s),
0 0
1
/0 Gy(s, T)g(t, u(r),u'(r)) dr) ds
1-0 1
> / (0“7 als) + 1Ja(9) (fo — 8)(/ Gp(s, 1)g(r, u(r),u/(v)) dr
9 0

1
+ / Gy(s, 1)g (7, u(r), u'(r)) dt + uls) + u’(s)) ds
0

1-6

> (0“"+n) i Ju(8)(fo — €)

1-6
X </ (Gpls,7) + Gy(s,7))g (7, u(2), u/(v)) dr + uls) + u/(s)) ds
0
1-6

> (6" +n) Ja(8)(fo — &)

0

X <(051 +y]) )

1-0

Jo(t)(go — &) (u(t) + 1/ (7)) dT + uls) + u/(s)) ds

1-6
> (6 4 1) f9 Ju8)ds(fo — )

1-0
X |:(9ﬂ1 +) j

= A>(fo — &)[Ba(go — &) + 1]lull > [lul.

Jp(s)ds(go — &)y + 1i| fla]]

Therefore,
ITull > llull, uePNo. (3.17)
Secondly, according to A;fe > % and Bygs > 1, similar to the proof of (3.11), choosing

02 > I, setting Q2 = {u € P: ||u|| < 02} and defining the operator T : Q; — €2 as (3.3), we
easily get

I Tull > llull, uePnady. (3.18)

On the other hand, let Q3 = {u € P: ||u|| < u}. Define the operator T : Q3 — Q3 as (3.3).
Similar to the discussion of Theorem 3.1, we know that T : Q3 — Q3 is completely con-
tinuous. Then, for any u € P N 993, it follows from (3.12) and (3.13) that

1 1
/ (Gpls,7) + Glyls, 1)) g (7, @), ' (1)) dr < &= f (Jﬂ(r)+ f-1
0 By Jo

5o 2]ﬁ(T)> dr = p,
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and
|| Tul| = (gggixllTu(t)\ + grflgl}(Tu)/(tH
1 1
= /0 (Ga(t,s)+G;(t,s))f(s,u(s),/0 G,g(s,r)g(t,u(r),u’(t))dt,u’(s),
1
f Gy(s, 1)g (7, u(r), u' (1)) dt) ds
0
1 -1
</ <1a<s) ) Lo )
So

I Tull < lul, uePnags. (3.19)

By (3.17), (3.19), and condition (ii) of Lemma 2.2, we know that T has at least a fixed point
in u; € PN (Q3\Q1), that is, p; < ||u1]| < u. Equations (3.18) and (3.19) together with con-
dition (i) of Lemma 2.2 imply that T has at least one fixed point u#; € PN (2,\R3), namely,
< |luz|| < os. It is worth noting that p; < i < 03, and (3.19) is a strict inequality, that is
to say, the operator T has not the fixed point on the boundary 9€23. So we conclude that
BVPs (1.1)-(1.2) have at least two pairs of positive solutions (u1,v;) and (uy,v,) with the
properties of p; < |Juy|| < p < |luz|| < 02 and v;(¢) = fol Ggl(t,s)g(s, ui(s), ui(s)) ds (i = 1,2).
The proof is complete. d

Similarly, we get the following theorem.

Theorem 3.4 Assume that (H,)-(H,) hold. Assume Aif° < 1, Big° <1, Aif™ < 1, Bogoo >
Yo, and there is a n > 0 such that

2
min{g(t,x,y) : t € [6,1-60],x+y € [yon,00)} > %; (3.20)
2
min{f(t,x,y,z, w)y:telf,1-0l,x+y+z+we [yon,oo)} > Ai (3.21)
2

Then BVPs (1.1)-(1.2) have at least two pairs of positive solutions.

Theorem 3.5 Assume that (Hy)-(Hy) hold. Further suppose that f (¢,x,y,z, w) and g(t, x,y)
are nondecreasing functions with respect to each variable x, y, z, w for each t € [0,1], and
there exist ug, wo satisfying Tug > ug, Two < wp for 0 < uo <wp, 0 <uy <wp, 0 <t <1.
Then BVPs (1.1)-(1.2) have at least a pair of positive solution (u*,v*) such that uy(t) <
u™(t) < wo(t), v¥(t) = fol Ggl(t,s)g(s, u*(s), u*(s)) ds.

Proof Define the normal cone P C E as (3.2) and the operator T': P — P as (3.3). By
the definition of T, it is easy to show that T is continuous. For any bounded subset
Q ={u € P: ||ul| <R} of P, similar to the proof of (3.6) in Theorem 3.1, we know that
T(R2) C © C P which implies that P is relatively compact set in E. Hence T : P — P is
completely continuous.
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For any u#,v € P defined by (3.2), we define the relationship < on P as v < u. It is easy
to verify that < is a partial order on P. Let u,w € P be such that u < w, ¥’ <w/, then
g(t,u(t),u' () < g(t, w(t),w'(2)), for t € [0,1]. Thus we have

1 1
(Tu)(t) = /0 Ga(t,s)f(s,u(s), /0 Gyls, Vg (v, (), (1)) d, i (5),
1
/G;g(s,r)g(r,u(r),u/(r))dr)ds
0
1 1
5/ Ga(t,s)f(s,w(s),/ G,g(s,t)g(r,w(t),w’(r))dt,w’(s),
0 0

1
/ Gy(s, 1)g(r, w(r), W'(2)) dr) ds
0
= (Tw)(®).

Hence T is an increasing operator. By the assumptions Tuo > uo, Two < wy, we have T :
(1o, wo) — (ug, wo). Since T : P — P is completely continuous, by Lemma 2.3, T has one
fixed point u* € (ug, wp). Thus BVPs (1.1)-(1.2) have at least a pair of positive solution
(u*,v*) such that ug(£) < u*(t) < wo(t), v¥(t) = fol Ggl(t,s)g(s, u*(s), u*(s)) ds. The proof is
complete. g

Theorem 3.6 Assume that (H1)-(Hy) hold. Assume Aif (¢, x,y,z,w) < %(x +y+z+w)and
Big(t,x,y) <x+yfort €[0,1,0 <x+y<x+y+z+w<o0o. Then BVPs (1.1)-(1.2) have no
monotone positive solution.

Proof Define the cone P € E as (3.2), the operator T : P — P as (3.3) and the partial order
< on P as the proof of Theorem 3.5. By the definition of T, it is easy to show that 7T is
continuous. For any bounded subset Q2 = {u € P: ||u|| < R} of P, similar to the proof of (3.6)
in Theorem 3.1, we know that T(2) C  C P, which implies that P is relatively compact
setin E. Hence T : P — P is completely continuous.

Suppose on the contrary that « is a monotone positive solution of BVPs (1.1)-(1.2). Then,
for t € [0,1], we obtain u(¢) > 0, /() > 0, and

llull = g(lggllu(t)l ‘ Orgggl|u’(t)|
1 1
:/ [Ga(t,s)+G(;(t,s)]f(s,u(s),/ Gp(s, T)g(t,u(r), v/ (v)) dv,u/(s),
0 0
1
/ Gl’g(s,t)g(r,u(r),u’(r))dr) ds
0
1 1
2]O[(s)> </0 [Gp(s,7) + Gj(s,7)]
X g(r, u(t),u'(v)) dt + u(s) + u’(s)) ds
B 1 1
<op o / fa(s)ds[Bif (Jﬂm g =

1 2a-3 128-3
<2—141a_2/]a(s)d5|:31 ﬂ 2/]5(1' dT+1]||u||<||u||,

<o (Ia(S) +

)[u(r) + u/(r)] dr + ||u||i|
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which is a contradiction. Then BVPs (1.1)-(1.2) have no monotone positive solution. The
proof is complete. 0

Similarly, we obtain the following theorem.

Theorem 3.7 Assume that (Hi)-(Ha) hold. If Ayf (t,%,5,2,w) > 3(x + y + z + w) and
Byg(t,x,y) >x+yfort€[0,1-0],0<x+y<x+y+2z+w<oo. Then BVPs (1.1)-(1.2)
have no monotone positive solution.

4 lllustrative examples
Consider the following coupling system of fractional differential equations:

D§+u(t) +f(t,u(®),v(t),u'(£),V () =0, te(0,1),n=3,

7 (4.1)
D3 v(t) +g(t,u(t),u'(¢) = 0, te(0,1),m = 4,
subject to the integral boundary conditions
u(0) = u"(0) = 0, (1) = fol u(s) dH(s) (4.2)
v(0) =v"(0) =v"(0) =0, V(1) = fol v(s) dK(s), '

where H(t) = £, K(t) = £2 for all t € [0,1]. Then we obtain

1 1
1

Alzl—/ sdH(s):l—Z/ s2ds==>0
0 0 3

1 1
1
A2=1—f sd]((s):l—S/ Sds==>0
0 0 4

Take 6 = i, for the functions J, and /g, we obtain

1
Juls) = gu(l, s)+Aif gu(t,) dH(x)

1
= F—o[){ (1 S)
1
/ o -1)7%(1- )“’2dr—/ r(r—s)“ldr)}
:-17:[ 9t —(1-9)} 24“60(1—5) } se0,1],

and
1
Jp(s) = gp(1L,8) + ALz/ gs(t,8)dK(7)

F(ﬂ){(ﬁ—l)(l—S) — Q-5

+ 12(/1(;3 D31 -s)f2dr - fl (v —s)P! dr) }
0 s

5 24(832 +285+63) 7
(1 - S) 2 bl
693

|:10(1—s)2 —(1-9)3 c[0,1].

TN
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A simple calculation shows that

200-3 1=
A =22 f Ju(s)ds ~ 62186, Ay = (60" +p) / Ju(s)ds ~ 0.3075,
%
2/3 3 1-6
B = / Js(s)ds ~ 2.5571, By =y (0P + %) f J(s) ds ~ 0.0080.
0
Case 1. Let

., 1 urv+u +v  50m+v+u +v)?
ftuv,u,V) = — +
16(1+¢t)[ ewrvew'+y l+u+v+u +v

u+u 250(u +u)?
41n[e+u+u’] l+u+u

|

Clearly, £(£,0,0,0,0) = g(t,0,0) = 0. By a simple computation, we get f° = 16 y foo = 14,
g% =1, and g = 2%, which implies that A}f° ~ 0.38866 < 1 < 0.54911 ~ A,f,, and
Big® ~0.63928 <1< 1.14-286 ~ Bygoo- Hence BVPs (4.1)-(4.2) have at least a pair of posi-
tive solutions by Theorem 3.1.

Case 2. Let
e ") 7 Tu+v+u +V (u+v+u +v)?
v, V) = —— _ +
1+¢| ewrv+w'+/ 10°+u+v++u/ +v
g(tuu/)—240 u+u’+ (u+u')?
T 1+t e 106 +u+u |

Clearly, f(t 0 0,0,0) = g(£,0,0) = 0. By a simple computation, we obtain fy = foo = 4,
20 = 8o = 222, and g° = 240, which shows that Ayfy ~1.23 > 1, Ayfoc ~1.23 > 1, Bygy ~
1.09714 > 1, BzgOO ~1.09714 > 1, and B,g° ~ 1.92 < 2.

Choose = 103, we get

6

1
t,x,9):t€[0,1], e[0,10®]} <240( = + ———
max{g(e )50 €101+ [0,10°]) <200(} 10

) ~ 328.0513

<2~ 391.0680,
1

1 106
max{f(t,x,5,z,w) : £ €[0,1],x +y +z + w € [0,10%]} <7<2 TETE

~ 71.8821
>+ 103)

< ~160.8079.
Ay

Hence BVPs (4.1)-(4.2) have at least two pairs of positive solutions by Theorem 3.3.
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