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1 Introduction

Fractional differential equations have been proved to be one of the most effective tools in
the modeling of many phenomena in various fields of physics, mechanics, chemistry, engi-
neering, etc. For more details, see [1-5]. In order to describe various real-world problems
in physical and engineering science subject to abrupt changes at certain instants during
the evolution process, impulsive differential equations have been used to model the sys-
tems. The theory of impulsive differential equations is an important branch of differential
equations, which has an extensive physical background [6-8].

Controllability is one of the important fundamental concepts in mathematical control
theory and plays an important role in control systems. The problem of controllability is to
show the existence of a control function, which steers the solution of the system from its
initial state to a final state, where the initial and final states may vary over the entire space.
A standard approach is to transform the controllability problem into a fixed point prob-
lem for an appropriate operator in a functional space. The problem of controllability and
optimal controls for functional differential systems have been extensively studied in many
papers [9-23]. For example, Wang JinRong and Zhou Yong [9] proved the existence and
controllability results for fractional semilinear differential inclusions involving the Caputo
derivative in Banach spaces by using operator semigroups and Bohnenblust-Karlin’s fixed
point theorem. Wang Jinrong et al. [11] established two sufficient conditions for nonlocal
controllability for fractional evolution systems under some weak compactness conditions.
Wang Jinrong et al. [13] considered the nonlinear control systems of fractional order and
its optimal controls in Banach spaces and the sufficient condition is given for the existence
and uniqueness of mild solutions for a broad class of fractional nonlinear infinite dimen-
sional control systems. Wang Jinrong et al. [14] studied optimal feedback controls of a
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system governed by semilinear fractional evolution equations via a compact semigroup in
Banach spaces. Wang Jinrong et al. [15] studied optimal relaxed controls and relaxation of
nonlinear fractional impulsive evolution equations. Wang Jinrong et al. [16] investigated a
class of Sobolev type semilinear fractional evolution systems in a separable Banach space.
Applying a suitable fixed point theorem as well as condensing mapping, controllability re-
sults for two classes of control sets are established by means of the theory of propagation
family and the technique of the measure of noncompactness. In [17], Chang YongKui et
al. established a sufficient condition for the controllability of impulsive neutral functional
differential inclusions in Banach space by using the Dhage fixed point theorem. M Ben-
chohra et al. [24] discussed the controllability for first-order, second-order functional dif-
ferential and integrodifferential inclusions in Banach space with finite delay. Jong Yeoul
Park et al. [25] discussed the controllability for second-order neutral functional differen-
tial inclusions in Banach space with the help of some fixed point theorems. In [26, 27], Bing
Liuinvestigated the controllability of neutral functional differential and integrodifferential
inclusions with infinite delay. P Balasubramaniam and SK Ntouyas [28] obtained the con-
trollability result of stochastic differential inclusions with infinite delay in abstract space.
R Sakthivel et al. [18] considered a class of fractional neutral control systems governed by
abstract nonlinear fractional neutral differential equations and established a new set of
sufficient conditions for the controllability of nonlinear fractional systems by using a fixed
point analysis approach. Using fixed point techniques, fractional calculations, stochastic
analysis techniques and methods adopted directly from deterministic control problems,
R Sakthivel ez al. [20] gave a new set of sufficient conditions for approximate controllability
of fractional stochastic differential equations. In [21], R Sakthivel and Y Ren investigated
the complete controllability property of a nonlinear stochastic control system with jumps
in a separable Hilbert space.

Since many systems arising from realistic models heavily depend on histories (i.e., there
is the effect of infinite delay on the state equations) [31], there is a real need to discuss
partial functional differential systems with infinite delay. So, in the present paper, we will
concentrate on the case with infinite delay and establish sufficient conditions for the con-
trollability of systems (1.1) by relying on a fixed point theorem due to Dhage [29].

In this paper we will concentrate on the case with infinite delay and impulsive effect, and
establish sufficient conditions for the controllability of the following fractional impulsive
differential inclusions:

CD[x(t) — g(t, ;)] € Ax(t) + F(t,%;) + (Bu)(t),
te]=[0,blt 4t k=1,2,...,m,

Ax|p—gy = L(x(t;)), k=1,2,...,m,

xX0=¢ €By, te]y=(-00,0],

(11)

where €D¢ is the Caputo fractional derivative of order 0 < o < 1; the state x(-) takes val-
ues in Banach space X with the norm | - |, A is the infinitesimal generator of an analytic
semigroup of the bounded linear operator {T'(¢),t > 0} in X, the control function u(-)
is given in L*(J, U), and we have a Banach space of admissible control functions with U
as a Banach space. F: ] x B, — P(X) is a bounded, closed, convex-valued multivalued
map, g :J x B; — X are given functions, where B}, is a phase space defined in prelimi-
naries. 0 =ty <ty < -+ < by < btyu1 = b, Iy € C(X,X) (k=1,2,...,m) are bound functions.


http://www.advancesindifferenceequations.com/content/2014/1/234

Li Advances in Difference Equations 2014, 2014:234 Page 3 of 17
http://www.advancesindifferenceequations.com/content/2014/1/234

AX|pmg, = x(t7) —x(8;), 2(£7), x(t;) represent the left and right limit of x(¢) at £ = £x. P(X) de-
notes the class of all nonempty subsets of X. The histories x; : (—00,0] — X, x:(s) = x(t +5),
s <0, belong to an abstract phase space By,.

The structure of this paper is as follows. In Section 2 we briefly present some basic
notations and preliminaries. The controllability result of system (1.1) is investigated by
means of a fixed point theorem and operator theory in Section 3. A conclusion is given in

Section 4.

2 Preliminaries

Let (E, | - ||) be a Banach space. A multivalued map J : E — 2F is convex (closed)-valued,
if J(x) is convex (closed) for all x € E. J is bounded on a bounded set if J(B) = |, 5 J(*) is
bounded in E for any bounded set B of E; i.e.,

sup sup{ Iyl € 3(x)} < 0.
x€B

J is called upper semicontinuous (u.s.c.) on E, if for each x, € E, the set J(x,) is a
nonempty, closed subset of E, and if for each open set B of E containing J(x.), there exists
an open neighborhood V of x, such that J(V) C B.

J is said to be completely continuous if J(B) is relatively compact, for every bounded
subset BC E.

If the multivalued map J is completely continuous with nonempty compact values, then
Jis us.c. if and only if J has a closed graph (i.e., %, = %4, ¥ = ¥4, ¥u € Jx, imply ¥, € Jx).

Let BCC(E) denote the set of all the set of all nonempty, bounded, closed, and convex
subsets of E. For more details of multivalued maps see the books of Deimling [32], and of
Hu and Papageorgiou [33].

If T is an uniformly bounded and analytic semigroup with infinitesimal generator A
such that 0 € p(A) then it is possible to define the fractional power (-A)%, for 0 < o <1,
as a closed linear operator on its domain D((—-A)*). Furthermore, the subspace D((—A)%)

is dense in X and the expression

%lle = [ (~A)*x

, x€D((-A))

defines a norm on D((—A)%). Hereafter we represent by X,, the space D((—A)*) endowed
with the norm || - ||,. We suppose that A is the infinitesimal generator of an analytic semi-
group of bounded linear operators T'(£), 0 € p(A), for t > 0, then there exist constants M
such that |T'(t)| < M. Then the following properties are well known [34].

Lemma 2.1 [34] Suppose that the preceding conditions are satisfied.
(a) Let 0 < <1. Then X, is a Banach space.
(b) If0<y <a <1then Xy — X, and the embedding is compact whenever the resolvent
operator of A is compact.

(c) Forevery a >0, there exists a positive constant c, such that

| Ay T(@)| < j— O<t<a
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Definition 2.1 The fractional integral of order o with the lower limit 0 for a function f is
defined as

f (s)
) t 0, 0)
=T (a) — s)1 ” ds >0,0 >
provided the right-hand side is pointwise defined on [0, c0). Here I'(:) is the gamma func-

tion.

Definition 2.2 The Caputo derivative of order « with the lower limit O for a function f

can be written as

1 AL

C o _
DrO=roa )y s

ds=I""°f"(t), t>0,0<mn-l<a<n.

The key tool in our approach is the following fixed point theorem [24].

Theorem 2.2 ([29] Dhage’s fixed point theorem) Let X be a Banach space. ®;: X —
Perevpa(X) and @y : X — Py o (X) be two multivalued operators satisfying:

(a) @y is a contraction, and

(b) @, is completely continuous.
Then either:

(i) the operator inclusion dx € ®1x + $ox has a solution for . =1, or

(i) theset G={x € X :ix € O1x + Dyx, A >1} is unbounded.

We present the abstract phase space B, which has been used in [17, 27]. Assume that
h: (-00,0] — (0,+00) is a continuous function with [ = f_ooo h(t)dt < +o0. For any a >
0, we define B = {¢ : [-a,0] — X such that ¥ (¢) is bounded and measurable} and equip
the space B with the norm ([ [|[_4,0) = SUPyc[_s0) [¥ (5)], VY € B. Let us define B, = {y :
(=00,0] — X such that, for any ¢ > 0, ¥ |[_,0) € B and ff)oo ()1 |l 5,01 ds < +00}.

If 95, is endowed with the norm ||/ ||, = f_ooo h(s)1V |l (5,0 ds, Y € B, thenitis clear that
(B, || - l»,) is a Banach space [17, 27]. Now we consider the space B, = {1/ : (o0, b] —
X such that xx € C(J, X) and there exist (¢} ) and x(¢;) with () = x(¢; ), %0 = ¢ € B, k =
0,1,2,...,m} where x is the restriction of x to Ji = (¢, tx41], K =0,1,2,...,m. Set | - |, be a

seminorm in ‘B, defined by
I%lls = %0 ll3, + sup{|x(s)| : s € [0,B]}, % € By

3 Main result

In the following, we shall apply Theorem 2.2 to the study of the controllability of system
(L.1).

Definition 3.1 A function x : (—o0,b] — X is called a mild solution of system (1.1) if the
following holds: xo = ¢ € B, on (-00, 0], Ax|s—y = Ix(x(¢;)), k =1,2,...,m, the restriction
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of x(-) to the interval [0,b) — {t;,t,,...,t,} is continuous and the integral equation

x(2) = S () [$(0) — g(0,$)] + g(t,,) + o (¢ — )" AT, (¢ — 5)g(s,x,) s
+ [2 (=9 Tt = $)f () ds + [1(t - 5)* Tu(t - 5)(Bu)(s) ds
+ D 0cper Sat = ) L(x(8),  te],

xX0=¢ €By, teo,

is satisfied, where
feSkx= Lf e L'(J,X): f(t) € E(t,x;), fora.e. t e]},

Su(t) = wsa(Q)T(t“H)dO, Ta(t)za/mesa(G)T(t“O)dO,
0 0

£(0)= ~0"am,(677) 20,
o
18 r 1
@ (0)= = > :(—1)"-19-"“-1M sin(nra), 6 € (0,00).
LS — n!

&, is a probability density function defined on (0, 00), that is, £,(9) > 0, 6 € (0,00), and
IS €(0)do =1.

Lemma 3.1 [30] The operators S,(t) and T,(t) have the following properties:
(1) Forany fixed t > 0, Sy(t) and T,(t) are linear and bounded operators, i.e., for any
xeX,

M
IS x| < Milxl, | Tux] < F“—

1o [l

(2) The operators {Sy(£)}i=0 and {Ty(£)}1>0 are strongly continuous and compact.
(3) Foranyxe X, B €(0,1) and 0 € (0,1], we have

AT, (t)x = AP T, (1)APx,

acg'(2-0)

0 LS
|A°T.(5)] < T (1 +a(l-0))

t€[0,b].
Definition 3.2 System (1.1) is said to be controllable on the interval J if for every contin-
uous initial function ¢ € By, x; € X, there exists a control u € L*(J, U) such that the mild
solution x(z) of (1.1) satisfies x(b) = x;.

To investigate the controllability of system (1.1), we use the following hypotheses:

(H1) A is the infinitesimal generator of an analytic semigroup of bounded linear operators
T(t), 0 € p(A), for t > 0, there exist constants M such that |T(¢)| < M.
(H,) The linear operator W : L2(J, L) — X defined by

b
Wu = / (b-3$)*1T(b - s)Bu(s) ds
0

has an induced inverse operator W1, which takes values in L2(J, L)/ ker W and there
exist positive constants My, M3 such that |B| < M, and |W™!| < Ms.
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(H3) There exist constants 0 < 8 <1, ¢, ¢1, ¢3, L, such that g is Xz-valued, (=A)?g is con-
g g B g
tinuous, and
(i) 1=A)Pgt, 0| < crllxlls, +c2, (&%) €] x By;

(11) ”(_A)ﬁg(trxl) - (_A)ﬂg(t!xZ)” < Lg”xl - x2||‘3hv (t; xi) S ] X %h, l = 11 2: WIth
_ c1_gT(1 + B)b*#
Co = Ll | (-A)?| + a-pl'(+p)b™

Br(1+apB)

(H4) There exists a constant dy such that || I (x)|| < dk, k=1,2,...,m for each x € X.

(Hs) There exist an integrable function p : J — [0, +00) and a nondecreasing function v :
R, — (0, +00) such that ||F(t,x)|| = sup{|f| : f(t) € F(t,x)} < p(£)¥ (|lx]ls,) for almost
all £ € J and all x € 9B,

(Hs) There exists a positive constant r such that

r
>1,
b+ Br+ By(r+(¢lls, + M|¢(0)))

where
MMyMsb®

P1:1<1+ﬁ-{mmm(ﬁ(o)yuﬁ},
b MMM e[y, MMMl M "

e T I 3_[ T TTl+a :|F(1+a)ssl;})ps’
K =M[||(=A) " | (c1lllls,, +c2)]

(1 P
et 2T 2 N, + o) + )

m
+M Z dk,
k=1

apl(1+p) b*P

1(2 = ||(—A)7’3 “Cll + F(l N O[IB) ?

Cll.

Lemma 3.2 (Lasota and Opial [35]) Let I be a compact real interval and X be a Banach
space. Let F be a multivalued map satisfying (Hs) and let T be a linear continuous mapping
from L)1, X) to C(,X). Then the operator

[oSp:C(I,X) — BCC(C(, X)), x— (I'oSp)(x) =T(Skx)s
is a closed graph operator in C(I,X) x C(I,X).

Lemma 3.3 [17, 27] Suppose x € By, then for t € ], x; € By,. Moreover,

Ux(8)] < llxells, <1 sup |x(s)| + llxolls,,»
s€(0,z]

where [ = f_ooo h(s) ds < +oo.

Page 6 of 17
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Now, consider the multivalued map £ : B, — 2%» defined by £x the set of p € B, such
that

#(t), te(-00,0],
Sa(8)[$(0) — (0, )] + g(t, %) + [ (£ — ) AT, (¢ - 5)g(s,x,) ds
+ ot =9 Tt = ) () ds + g, o Salt — ) ((E7)
p(&)=1  + ot =) To(t = mBW 1 - Su(b)[¢(0) - g(0, )] (32)
—g(b,yp + o) — [ (b —5)* AT, (b — 5)g(s, %) dis
— [2(b— ) Ty (b - s)f (s) ds
= > 1 Sab = )L (x ) () dn,  t€],

where f € Sg .

We shall show that the operator £ has fixed points, which are then a solution of system
(1.1). For ¢ € B, we define ¢ by

_ ¢(t)’ -0 <t E 0,
" |s.(090), 0<t<b,

o (1)
then ¢ € B,. Set

x(t) = y(t) + p(t), —oo<t<bh.

It is clear that x satisfies (3.1) if and only if y satisfies yo = 0 and

y(t) = =Sa(£)g(0,¢) + g(t, y: + Pr) + /0 (t —5)* AT, (t - 5)g(s,y5 + @) ds

+ /0 (=) Tt -)f()ds+ Y Salt—t)I(y(t;) + b(t))

O<ty<t
. fo (t—n)* " To(t - n)BW™ [xl — S4(b)[9(0) - g(0,$)] - g(b, y5 + $5)
b
- / (b9 AT, (b - s)g(s.y, + &) ds
0
b
- / (b-35) T, (b-s)f(s)ds
0

= Sulb— t)I(y(t) + &(t;))](n) dn, tej.

k=1

Let B) = {y € B :y0 =0 € B,}. Forany y € BY,

19115 = lyollas,, +sup{|y(s)| : 0 <s < b} = sup{|y(s)| : 0 < s < b}.

Page 7 of 17
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Thus (%2, Il - 1l5) is a Banach space. Set B, = {y € %2 2 lylls < g} for some g > 0, then
B, € BY is uniformly bounded, for any y € B,, and from Lemma 3.3, we have

ye + el < yellsy, + lellss,

<l sup}ly(s)i +llyolls, +1 st]|q3(s)| +lidolls,,
se[0,t

se[0,t

<I(q+M|p(0)]) + llplls, =4

Define the multivalued map ¢ : B) — 2% defined by ®y, the set of 5 € B such that

0, te(-00,0],
~Su(t)g(0, ) + gt ye + @) + [, (£ — ) L AT, (£ — )g(s, s + b5 s
+ f(f (t=8)* 1Ty (t = s)f (s)ds + D oetper St = )L (y(t;) + ()
p) =1+ [yt =) LTyt —n)BW 1 - Su(b)[(0) - g(0, 9)] (33)
—g(b,y + @) — [y (b= )T ATo (b~ 5)g(s, 55 + bs) ds
— [2(b— ) T, (b - s)f (s) ds
= > Salb = )k (y(5) + (e () dn,  t €.

Now we decompose ® as ®; + O,, where
—_ t -
@1y(t) = =S4 (£)g(0, p) +g(t, y: + ¢r) + / (t —5)" AT (£ - )g(s, 55 + bs) ds,
0

Doy(t) = /0 (=) Tt -9)f()ds+ Y Sult—t)L(y(t;) + b (tc))

O<ty<t

+ fo (t—n)“‘lTa(t—n)BW‘l[xl—Sa(b)[¢(0)—g(o,¢>]—g(b,yb+¢'>b)

b
- / (b— ) AT (b - 5)g(s,ys + §) ds
0
b
- / (b—35)T,(b-s)f(s)ds
0

= Sulb — t)I(y(t) + é(tk))](n) dn, te].

k=1

Theorem 3.4 Assume that hypotheses (Hy)-(Hs) hold, then system (1.1) is controllable
onj.

Proof We divide the proof into several steps.

Step 1. We remark that ®; for each y € B) has closed, convex values on BY. Next we
show that ®; has bounded values for bounded in %2. To show this, let B, = {y € ‘Bg :
llylls < g} for some g > 0. Then, for any y € B, one has

[®19(®)|| < M|g(0,0)|| + | (=A) | [c1llye + ells, +c2]

t
+ / [t =) AP T, (£ - 5)AP g(s, y5 + &) || ds
0

Page 8 of 17


http://www.advancesindifferenceequations.com/content/2014/1/234

Li Advances in Difference Equations 2014, 2014:234
http://www.advancesindifferenceequations.com/content/2014/1/234

= M|[g0.¢)] + [A) [ (g +c2)
(aq +ca)aci_pT (1 + B)b™P
ra+aB)ap

Hence ®; is bounded.

Step 2. @,y is convex for each y € BY.

In fact, if p1, o belong to ®,y, then there exist f1,f> € Sr,, such that, for each ¢ € J, we
have

pit) = fo (=) Tolt = s)fils)ds + Y Salt =t (y(5) + B (&)

O<ty<t

+ /0 (t =) To(t—n)BW™ [xl — Sa(b)[#(0) — g(0,8)] - g(b,y5 + B5)
b B b
- / (b-s)* AT, (b - 8)g(s,ys + ¢ps) ds — / (b-s)*1T, (b - s)fi(s)ds
0 0

= Sulb -t (y(5) + q‘_)(tk)):| (mdn, i=1,2.

k=1

Let € [0,1], since the operators B and W' are linear, we have

(wp1 + (A= ) p2)(2)

=/0 (=) Tult =) [1fi(s) + A= whH)]ds + Y Sult — )k (y(tr) + b (t5))

O<ty<t

+ /0 (t =) To(t —n)BW™ [xl - Sa(b)[9(0) - (0, )] - (b, 3 + bv)

b
- / (b-s)* AT, (b - $)g(s,ys + &) ds
0
b
_ /O (b— 91T - )[ufils) + (L — w)fs(s)] ds

- iSa(b — )l (y(6) + P (ki ))] () dn.

k=1

Since S, is convex (because F has convex values), we have (10, + (1 — 1) p2) € ®y.
Step 3. We will prove that the operator @ is a contraction operator on B). Let u,v € BY;

we have

||d>1u(t) — O1(t) H

< |lgt us + ¢1) — glt,ve + )|

+ /0 (£ — ) AT (& — 5)[g(s, s + Bs) — gls,vs + B5)]|| ds

t
< 1A P | Lelluy — vells), + Lellue — vellss, / (t-9)* AP T, (t - 5)| ds
0

Page9of 17
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aci_gT'(1+ B) :
(t-s5)*@=AT1 + ap)
cl_ﬁI‘(l + ,B)baﬁ

Br(1+ap)

< [a)y” ||Lg[182t:)l3t]|u(s) = (s)] + lluo — Voll%h]

t
< AP || Lgllwg = villss, +Lg||ut_vt||‘3h/0 (-9

< || (-A)? ||Lg||’4t —Vells, + Lgllue — vell 5,

g1+ B)b*?
] Br(1 +ap)

+ Lg[l sup |u(s) — v(s)| + lluo — vollw,,
se[0,t]

’

of
< Lgl[H(_A)—ﬂ | + M]

Br'(1+aB)

sup ‘u(s) —v(s)
s€[0,b]

since ||ug — voll»s, = 0, taking the supremum over ¢, || ®,u — ®1v|| < Collu — v||, where

of
o=t Ayt + LD

BT (1 +ap)

Thus ®; is a contraction on %2.

Step 4. Next we show that the operator @, is completely continuous. First, we prove that
@, maps a bounded set into a bounded set in BY. Indeed, it is enough to show that there
exists a positive constant A such that, for each p € ®5y,y € B, = {y € BY : lyll» < g}, one
has ||pll, < A.If p € ®yy, then there exists f € Sr,, such that, for each £ € J,

50 = [ (-9 T - ds e Y .- slo(s) + 6(5)

O<ty<t

+ /0 - T, -n)BW™! |:x1 — So(b)[¢(0) — g(0,8)] — g(b,y5 + B5)
b b
- / (b—5)* AT, (b - $)g(s,ys + o) ds — / (b—9)*"1T,(b- s)f(s)ds
0 0
= Sulb -t (y(5) + J’(tk)):| (mdn, te].
k=1

We have for t € J

a0 < /0 (t =9 Tult =) (5)] ds+ D |Salt =t (y(t5) + 6 (£5))]

O<ty<t
/U

b b
- / (b— 5L AT, (b — 5)g(s,ys + b.) ds - f (b= T, (b - $)f(5)ds
0 0

(t—n) " To(t —n)BW™ {xl — S4(b)[9(0) - g(0,$)] - g(b, y5 + $3)

(n)dn

_ isa(b -t (y(t) + é(tk))}

k=1

< [ =9 oy (1 + Bl s+ MY
_/o - F(1+a)psw(”ys+¢s”%h) o kX:I:k
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OlMMzM:; t

_a)e-1
* F(1+O[) 0 (t n)

X1 — Sa(b)[¢(0) _g(o: ¢)] —g(b»}’b + ng)

b b
- / (b—s)* AT, (b - $)g(s,ys + o) ds — / (b-s)* 1T, (b - s)f(s)ds
0 0

_ isa(b — )L ((8) + 6 ()

k=1

(n)dn

b*M &
<supp(s)=—— sup () +M ) dx
seJ F(l + (X) yel0,4] szlz

OlMMzMg

e /0 (t—n)“1{|x1|+M(¢(0)+||(—A)ﬂ||(c1||¢||%h+c2))

+ [ AP || (cillys + Polls, +c2)

/b aci_gI'(1+ B)
+ TR
0

F(]_ + O(,B) (b —S)‘Yﬂfl(clnys + &S”%h + C2) ds

b m
+ /0 (b syt 21 p(S)I/f(IIys+<13s||zsh)dS+Mde](n)dﬂ

rl+a) 2
o y .
=S ey, e YOI ; K
aMM,M.
¥ F(Tzaf [lel + M($(0) + | (AP (cllglls, +¢2))

Cl_‘gr(l + ,B)baﬂ

+CAT(ad +e) + (ad + o) rroa

o

) b*M
+supp(s
SE?‘D I'l+oa)

m bo[
sup w(y)+Mde:| "

y€[0,4'] k=1

= A,
then, for each p € ®,(3,), we have

olls < A.

Step 5. Next, we show that ®, maps bounded sets into equicontinuous sets of BY.
Let ri,ry €], 0 <ri <ry <b, for each y € B, = {y € B : |yl < g} and p € P,y, then
there exists f € Sg,, such that, for each £ € J,

pt) = /0 (=) Tu(t=s)f () ds+ Y Sult - ) (y(t) + P (8))

O<ty<t

+ /0 (£ =) To(t = n)BW™ [xl — S.(b)[(0) - g(0,¢)] - g(b, 31, + 1)

b
- / (b —5)“ AT, (b - 5)g(s, ys + ¢5) ds
0
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b
- / (b—5)T,(b-s)f(s)ds
0

=3 Sub- (%) +<i3(t;))}(n)dn, te).

k=1
Letr,rm €] —{t1,ts,...,t,}, we have

|5(r) = B(rs) ||

<

/0 1 = 9 [T (s = 5) = Tu(r - 9)]f(s) ds

. / =9 — (1 = 9] Tulra - )f () ds
0

+ /rz (ry —8)* 1T, (ry — s)f(s)ds

+ Z [Sa(VZ_tk)_Scx(rl_tk)]Ik(y(tk)+q—>(tk))‘

O<tg<ry

+ Z Sa(ry =t (y(5) + i(t;))‘

r <tyg<ry

+ / - M) To(ra = 1) = To(ry — n)]Bu(n) dn’
0

. / s =) = = )] Turs n)Bu(n)dn‘
0

. / (s = ) Ty - m)Bui) dn‘
< / " 9 Talra = 9) — Tulr — 9| |9 ds

e [0 =97 - 0-9| -9 0
o[- T - 0

rn

£ [Sulra =) = Sulry — )| di+ Y My

O<ig<ry 1 =tg<ry

+ /0 (= )Y Talrs = ) = Ty = )| | B i
. /0 s =) = 1 = ]| T = )| | Busin) |

+ f (s = ) Tulra = ) | | Bustn) | .

As rp, — ry, the right-hand side of the above inequality tends to zero, thus the set {®,y :
y € B,} is equicontinuous. This proves the equicontinuity in the case where t #¢;, i =

1,2,...,m. Similarly one can prove that ¢ = ¢;. The equicontinuities for the other cases,

Page 12 of 17
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rn<ry <0orr <0 <ry, <b, are very simple. As a consequence of the Arzela-Ascoli
theorem, @, is completely continuous.

Step 6. @, has a closed graph.

Let y(”) — ¥, pu € @2()1(”)) and p,, — p.. We shall prove that p, € ®;(y*). Indeed, p, €
o, (y(”)) means that there exists f, € S F oy such that

ﬁn(t)=ﬁ( $)* LT, (¢ — 5)f,(s) ds + Z Sy (t - tk)Ik(y (tk)+¢(tk))

O<tg<t

' ./0 (¢ =" Tt - mBW™ ["1 - S.(®)[$(0) ~¢(0,0)] - (b7 + Bs)
_ b
/ (b=9)"ATo(b - 9)g(s,.” + &) ds - / (b= )" To (b~ s)fy(s) ds
0

- ZS (b -t (" (%) +¢(tk))}(n) dn, te].

k=1

We must prove that there exists f. € Sp,+ such that

ﬁ*(t)=/0( ST (- ds+ Y Sult -t (0 (&) + B(55))

O<ty<t
+ /O (t-n)* " To(t—n)BW™ {xl — Su(B)[(0) — 2(0,¢)] — (B, + )
b _ b
- f (b-3)* AT, (b~ 5)g(s,5%) + @) ds — / (b—s)* Ty (b —s)f.(s)ds
0

—ZS (b - )L (Y™ (tk)+¢(tk))}(n)dn, tel;

k=1

since I, k = 0,1,2,...,m are continuous, we obtain

{,m Y Sult- kb () + 3(07)

O<ty<t

- /0 (t - ) Ty(t —n)BW™! [xl ~ Sa(B)[$(0) - (0,)] - g(b,75" + Bv)
b
- /0 (b= 51T, (b - g (5,9 + §) ds
—ZS b -t Ik (tk)+¢(fk))j|(77)d’7}
- {,5*(t) - > Salt= (™ (5) + 6 (8))
O<ty<t

- /0 (t—n)* " To(t - n)BW™ [xl - S.(b)[$(0) - g(0,¢)] - g(b,3” + b1
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b
- / (b -5 ATo (b - 9)g(5,9? + 3.) ds

—ZS A (fk)+¢(tk))}(n)dn}

b

— 0, asn— o0.

Consider the linear continuous operator

r:L'(,xX) — C(,X),

t b
f— F(f)(t)=/0 (t—S)“‘lTa(t—S)[f(S)+BW‘1/0 (b—f)Ta(b—‘l:)f(T)d‘l:](s)ds.

From Lemma 3.1, it follows that T o Sr is a closed graph operator. Moreover, we have

Z Se(t =tk (y (tk) +¢(tk))

O<ty<t

- fo (£ =) Tt — )BW ™ [xl ~ S4(b)[#(0) - g(0,)] - g (b, Y + )

b
- / (b— 9 AT, (b - g (5,3 + &) ds
0

k=1

Since y) — y*, it follows from Lemma 3.2 that

p«(t) — Z Salt = )L (y™ () + 6(%7))

O<ty<t

- /0 )" To(t - n)BW™ [xl - S.(0)[$(0) - g(0,¢)] - g (b3 + bs)

b
- / (b— ) AT, (b - 5)g(5,9") + &) ds

—ZS (b 8L <tk>+¢<tk>)}<n>dn

/(t 8T, (¢ —s|:f* +BW/ -17)

for some f, € Spy+«. Hence ®, is a completely continuous multivalued map, u.s.c. with

convex closed values.

Step 7. The operator inclusions y € ®1y + ®,y = ®y has a solution in BY.

- Zs (b -t (y"™ () + ¢(tk)):|(n)dn € D(Sgyn)-

(b - 1)fo( T)d‘L':|( )ds
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Let y be a possible solution of y € A®(y) for some A € (0,1). Then there exists f € Sg,,
such that, for ¢ € J, we have

y(t) =1 {—Sa (0)g(0,¢) + gty + ¢r) + /0 (t - 9)" AT, (t - 5)g(s, Y5 + ¢p5) ds

+ /0 (t =) T, (t - 5)f (s) ds + Z Se(t — )1 (y(t,:) + q_b(t,:))

O<ty<t

+ /0 (t = n)* " To(t —n)BW™ [xl — Sa(B)[#(0) — g(0,8)] - g(b,y5 + $3)
b B b
- / (b—s)* AT, (b - $)Z(s,ys + ps) ds — / (b-s)* T, (b - s)f(s)ds
0 0

= Sulb -t (y(t) + é(t;))} (n) dn], te],

k=1
ly@®)| < M[| (AP (cillplies, +c2)] + [ (AP (cillye + ellms, +c2)

. L g1+ B)
o (t—5)*0-AT(1 +ap)

(=) callye + dells,, +c2) ds

t M _ m
+/0 (6= i g (e Bl ) ds + MY de

k=1

aMM,Ms; /0 (£ —n)* " |x1 — Su(B)[$(0) — g(0,8)] — (b, ys + P)

* 'l+a)

b
- f (b= AT, (b - 5)gs,: + B) ds
0
b
- / (b—35)*T,(b-s)f(s)ds
0

- Zsa(b - tk)lk(y(t]:) + (ﬁ(t];)) (77) dﬂ

k=1

<M[| AP (all@lls, + )]+ AP (callye + dellss,, + c2)

/t OlCl_/sF(l + ,3)
0

I(1+ap) (t -5 (C1||)’t + J’t”%h + Cz) ds

t m
a1 aM -
v a9 Ty POV (0 d ) ds M3

OlMMgMg
+
r'd+a)

/0 (t- n)”‘l{lxll + M[p(0) + | (AP [ (cilipllss, +¢2)]

+ [ AP || (cillys + Polls, +c2)

/” acy gT(1+B)
0

Firap) 9" (@l il + c2) ds

b M B m
. /0 (b= g (I + Bl s + > ()l
k=1
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Since [|y; + ¢¢llos;, < Isupseroy [7(S)] + @]l + IM|$(0)],
Iyl = sup |y(®)]
te(0,b]

<M[|=A) 7| (cllp s, +c2)]

+ |7 (al sup [y@]+aillgls, +alM|pO)] +c;)
t€[0,b]

B
N o (@l sw b+ allglm, +aiMlgO)] +c2)

'd+apB) of
+mmﬂ94§M¥wQSWWﬂM+uw@ +mwﬂmD+M§5@
se] Fd+a)  \ teop g —
MMM
e [ {lxll + M[BO) + [ A (@lgllm, +2)]

|7 (al sup [y@]+aillgls, +alM|p©)] +c;)
te[0,b]

)qﬁru+m.gf

(cll sup |y(t)| +cll@llss, +alM|p(0)] + Td+af) B

te[0,b

o

b»*M
+ SUPP(S)ﬁlﬁ(l SUP |J’(t)| + 1@ llss, + 1M|¢(0)|) +Mde}(T})d77

sef k=1

),

< F+ Byl + E3y (Lyls + gl

where F|, F,, F3 are defined in (Hpg).
So Iylls < F1 + Eallylls + Esyr llylls + @llss), + IM|$(0)]), that is,

Iyl
Fi+Blylls + Fsyr(Llylls + 1@l + lM|¢(0)|) B

Then by (Hg) there exists r such that ||y||, # r. Hence, it follows from Theorem 2.2 that
the operator ® has a fixed point y* € B). Let x(¢) = y*(¢) + #(2), t € (—00,b]. Then x is a
fixed point of the operator £ which is a mild solution of problem (1.1); then system (1.1) is
controllable on J. O

4 Conclusion

In this paper, we have investigated the controllability of fractional impulsive neutral func-
tional differential inclusions in Banach spaces. Based on a fixed point theorem, sufficient
conditions for the controllability of the fractional impulsive neutral functional differential
inclusions have been derived.
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