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1 Introduction
Functional differential equations (or, as they are also called, delay differential equations)
play an important role in an increasing number of system models in biology, engineering,
physics, and other sciences. There exists an extensive literature dealing with functional
differential equations and their applications. We refer to the monographs [–], and ref-
erences therein.
The set-valued differential and integral equations are an important part of the theory of

set-valued analysis, and they have high value for control theory and its application. They
were first studied in  by De Blasi and Iervolino []. Recently, set-valued differential
equations have been studied by many scientists due to their applications in many areas.
For many results in the theory of set-valued differential and integral equations, the read-
ers are referred to the following books and papers [, –] and references therein. The
interval-valued analysis and interval-valued differential equations (IDEs) are special cases
of set-valued analysis and set-valued differential equations, respectively. In many cases,
when modeling real-world phenomena, information about the behavior of a dynamical
system is uncertain and one has to consider these uncertainties to gain better understand-
ing of the full models. The interval-valued differential can be used to model dynamical
systems subject to uncertainties. The papers [–] are focused on the interval-valued
differential equations. These equations can be studied with a framework of the Hukuhara
derivative []. However, it causes the solutions to have increasing lengths of their values.
Stefanini and Bede [] proposed to consider the so-called strongly generalized derivative
of interval-valued functions. The interval-valued differential equations with this deriva-
tive can have solutions with decreasing lengths of their values. Some very important ex-
tensions of the interval-valued differential equations are the set differential equations [, ,
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–, , –], the fuzzy differential equations [, , –], and the fuzzy stochastic
differential equations [–].
In the papers [, , ] one can find the studies on interval-valued differential equa-

tions under generalized Hukuhara differentiability, i.e., equations of the form

Dg
HX(t) = F

(
t,X(t)

)
, X(t) = X ∈ KC(R), t ∈ [t, t + p], (.)

where Dg
H is understood as the classical Hukuhara derivative and then as the second type

Hukuhara derivative. The existence and uniqueness of a Cauchy problem is then obtained
under the assumption that the coefficients satisfy a condition with the Lipschitz constant
(see []). The proof is based on an application of the Banach fixed point theorem. In [],
under the generalized Lipschitz condition, Marek T Malinowski obtained the existence
and uniqueness of solutions to both kinds of IDEs. In this paper, we study two kinds of
solutions to IFDEs. The different types of solutions to IFDEs are generated by the usage of
two different concepts of interval-valued derivative. Furthermore, in [], Lupulescu estab-
lished local and global existence and uniqueness results for fuzzy functional differential
equations. Malinowski [] studied the existence and uniqueness result of the solution to
the delay set-valued differential equations under the condition that the right-hand side of
the equation is Lipschitzian in the functional variable. Our direction of research is moti-
vated by the results of Lupulescu [, ], Stefanini and Bede [], and Malinowski [, ,
, ].
By using the concept of inner product on the fuzzy space (En,D) which was introduced

and studied in [], we establish a new concept of inner product on the space (KC(R),H)
(space of compact convex subsets of R). With the help of this inner product we formulate
some dissipative conditions for interval-valued functional differential equations and, un-
der these conditions, we prove the global existence and uniqueness of the solution. The
paper is organized as follows. Section  is devoted to the preliminaries of interval-valued
analysis and interval-valued differential equations. In Section , we formulate the notion
of inner product on KC(R) and its properties. The global existence of a solution of IFDE
is investigated in Section . In the last section, we give some examples being simple illus-
trations of the theory of the interval-valued functional differential equation.

2 Preliminaries
LetKC(R) denote the family all nonempty, compact, and convex subsets ofR. The addition
and scalar multiplication in KC(R) we define as usual, i.e. for A,B ∈ KC(R), A = [A,A],
B = [B,B], where A ≤ A, B ≤ B, and λ ≥ , we have

A + B = [A + B,A + B], λA = [λA,λA]
(
–λA = [–λA, –λA]

)
.

Furthermore, let A ∈ KC(R), λ,λ,λ,λ,∈ R, and λλ ≥ , then we have λ(λA) =
(λλ)A and (λ +λ)A = λA+λA. LetA,B ∈ KC(R) as above. Then the Hausdorffmetric
H in KC(R) is defined as follows:

H[A,B] =max
{|A – B|, |A – B|}. (.)
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It is well known that (KC(R),H) is a complete, separable, and locally compactmetric space.
We define the magnitude and the length of A ∈ KC(R) by

H
[
A, {}] = ‖A‖ =max

{|A|, |A|}, len(A) = A –A,

respectively, where {} is the zero element of KC(R), which is regarded as one point.
The Hausdorff metric (.) satisfies the following properties:

H[A +C,B +C] =H[A,B] and H[A,B] =H[B,A],

H[A + B,C +D]≤H[A,C] +H[B,D],

H[λA,λB] = |λ|H[A,B],

for all A,B,C,D ∈ KC(R) and λ ∈ R. Let A,B ∈ KC(R). If there exists an interval C ∈ KC(R)
such that A = B + C, then we call C the Hukuhara difference of A and B. We denote the
intervalC byA�B. Note thatA�B �= A+(–)B. It is well known thatA�B exists in the case
len(A) ≥ len(B). Besides that, we can see the following properties for A,B,C,D ∈ KC(R)
(see []):
- If A� B, A�C exist, then H[A� B,A�C] =H[B,C].
- If A� B, C �D exist, then H[A� B,C �D] =H[A +D,B +C].
- If A�B, A� (B+C) exist, then there exist (A�B)�C and (A�B)�C = A� (B+C).
- If A� B, A�C, C � B exist, then there exist (A� B)� (A�C) and
(A� B)� (A�C) = C � B.

Definition . We say that the interval-valued mapping F : [a,b] ⊂ R+ → KC(R) is con-
tinuous at the point t ∈ [a,b] if for every ε >  there exists δ = δ(t, ε) >  such that, for all
s ∈ [a,b] such that |t – s| < δ, one has H[F(t),F(s)]≤ ε.

The strongly generalized differentiability was introduced in [] and studied in [, –
].

Definition . Let X : (a,b)→ KC(R) and t ∈ (a,b). We say that X is strongly generalized
differentiable at t if there exists Dg

HX(t) ∈ KC(R) such that
(i) for all h >  sufficiently small, ∃X(t + h)�X(t), ∃X(t)�X(t – h) and

lim
h↘

H
[
X(t + h)�X(t)

h
,Dg

HX(t)
]
= , lim

h↘
H

[
X(t)�X(t – h)

h
,Dg

HX(t)
]
= ,

or
(ii) for all h >  sufficiently small, ∃X(t)�X(t + h), ∃X(t – h)�X(t) and

lim
h↘

H
[
X(t)�X(t + h)

–h
,Dg

HX(t)
]
= , lim

h↘
H

[
X(t – h)�X(t)

–h
,Dg

HX(t)
]
= ,

or
(iii) for all h >  sufficiently small, ∃X(t + h)�X(t), ∃X(t – h)�X(t) and

lim
h↘

H
[
X(t + h)�X(t)

h
,Dg

HX(t)
]
= , lim

h↘
H

[
X(t – h)�X(t)

–h
,Dg

HX(t)
]
= ,

or
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(iv) for all h >  sufficiently small, ∃X(t)�X(t + h), ∃X(t)�X(t – h) and the limits

lim
h↘

H
[
X(t)�X(t + h)

–h
,Dg

HX(t)
]
= , lim

h↘
H

[
X(t)�X(t – h)

h
,Dg

HX(t)
]
= .

(h at denominators means 
h .) In this definition, case (i) ((i)-differentiability for short)

corresponds to the classical H-derivative, so this differentiability concept is a generaliza-
tion of the Hukuhara derivative. In this paper we consider only the first two of Defini-
tion .. In the other cases, the derivative is trivial because it is reduced to a crisp element
(more precisely, Dg

HX(t) ∈ R). Further, we say that X is (i)-differentiable or that we have
(ii)-differentiation on [a,b], if it is differentiable in the sense of (i) or (ii) of Definition .,
respectively.

Lemma . (see [, , ]) Assume that F : [t, t + p]× KC(R) → KC(R) is continuous.
The interval-valued differential equation (.) is equivalent to one of the following integral
equations:

X(t) = X(t) +
∫ t

t
F
(
s,X(s)

)
ds, ∀t ∈ [t, t + p],

if X is (i)-differentiable, and

X(t) = X(t)� (–)
∫ t

t
F
(
s,X(s)

)
ds, ∀t ∈ [t, t + p],

if X is (ii)-differentiable, provided that the H-difference exists.

Corollary . (see [, , ]) Let X : [t, t + p] → KC(R) be given. Denote X(t) =
[X(t),X(t)] for t ∈ [t, t + p], where X,X : [t, t + p] →R.

(i) If the mapping X is (i)-differentiable (i.e. classically Hukuhara differentiable) at
t ∈ [t, t + p], then the real-valued functions X , X are differentiable at t and
Dg

HX(t) = [X ′(t),X′(t)].
(ii) If the mapping X is (ii)-differentiable at t ∈ [t, t + p], then the real-valued functions

X , X are differentiable at t and Dg
HX(t) = [X ′(t),X′(t)].

The following comparison principle is fundamental in the investigation of the global
existence of solutions of interval-valued functional differential equations.

Theorem . ([]) Let m ∈ C([t – σ ,∞),R) and satisfy the inequality

D+m(t) ≤ g
(
t, |mt|σ

)
, t > t,

where |mt|σ = max–σ≤s≤ |m(t + s)|, g ∈ C([t,∞) × R
+,R+). Assume that r(t) = r(t, t,u)

is the maximal solution of the IVP

d
dt

u = g(t,u), u(t) = u ≥ ,

existing on [t,∞). Then, if |mt |σ ≤ u, we have m(t) ≤ r(t), t ∈ [t,∞).
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3 Inner product on space (KC(R),H)
In the following, for A,B ∈ KC(R) we consider the function ξ (·;A,B) :R+ →R, defined by

ξ (h;A,B) =
H[A + hB, {}] –H[A, {}]

h
. (.)

Lemma . ([]) For every A,B ∈ KC(R) the following limit exists

[A,B]+ = lim
h→+

H[A + hB, {}] –H[A, {}]
h

. (.)

In the following, for any A,B ∈ KC(R) we define the inner product product on KC(R) by

(A,B)+ = lim
h→+

H(A + hB, {}) –H(A, {})
h

. (.)

From (.), we easily see that

(A,B)+ =H
[
A, {}][A,B]+. (.)

Theorem . ([]) The mappings [·, ·]+, (·, ·)+ : KC(R)×KC(R) →R are upper semicontin-
uous.

Lemma . For any A,B ∈ KC(R), the following properties hold:
(i) |[A,B]+| ≤H[B, {}],
(ii) |[A,B]+ – [A,C]+| ≤H[B,C],
(iii) [A,λA]+ = λH[A, {}], for λ ≥ ,
(iv) [kA,λB]+ = λH[B, {}], for k,λ ≥ ,
(v) [A,B + λC]+ ≤ [A,B]+ + λH[C, {}], for λ ≥ .

Proof (i) For any A,B ∈ KC(R) and h > , we have

∣∣[A,B]+∣∣ = ∣∣∣ lim
h→+

ξ (h;A,B)
∣∣∣ = lim

h→+

h
∣∣H[

A + hB, {}] –H
[
A, {}]∣∣

≤ lim
h→+


h
H[A + hB,A].

Passing to the limit when h → +, we get (i). Analogously, for A,B,C ∈ KC(R) and h > ,
we obtain

∣∣[A,B]+ – [A,C]+
∣∣ = lim

h→+

h
∣∣H[

hB, {}] –H
[
hC, {}]∣∣.

So, by passing to the limit when h → +, we get (ii). Equalities (iii), (iv), and (v) follow
from (i). �

Based on Lemma ., we easily obtain the following properties for the inner product on
KC(R).

Corollary . For any A,B ∈ KC(R), the following properties hold:
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(i) |(A,B)+| ≤H[A, {}]H[B, {}],
(ii) (kA,λB)+ ≤ kλH[A, {}]H[B, {}], for k,λ ≥ ,
(iii) (kA,λA)+ ≤ kλH(A, {}), for k,λ ≥ ,
(iv) (A,B +C)+ ≤ (A,B)+ + (A,C)+.

Theorem . If X(·) : [a,b]→ KC(R) is continuously differentiable on [a,b], then ‖X(·)‖ =
H[X(·), {}] : [a,b]→R

+ is continuously differentiable on [a,b] and

d+

dt
∥∥X(t)∥∥ =

[
X(t),Dg

HX(t)
]
+ (.)

for every t ∈ [a,b].

Proof Since the way of the proof is similar for all four cases in Definition ., we only
consider the case of (i)-differentiability for X. Let h >  be such that t + h ∈ [a,b] is fixed.
Let m(t) = ‖X(t)‖, t ∈ [a,b]. Then we get

∣∣∣∣m(t + h) –m(t)
h

–
H[X(t) + hDg

HX(t), {}] –H[X(t), {}]
h

∣∣∣∣
≤ 

h
H

[
X(t + h),X(t) + hDg

HX(t)
]

=H
[
X(t + h)�X(t)

h
,Dg

HX(t)
]
.

Since limh→+ H[X(t+h)�X(t)
h ,Dg

HX(t)] = , we find that limh→+
m(t+h)–m(t)

h exists and

lim
h→+

m(t + h) –m(t)
h

=
[
X(t),Dg

HX(t)
]
+.

The proof is complete. �

Corollary . If X(·) : [a,b]→ KC(R) is continuously differentiable on [a,b], then



d+

dt
∥∥X(t)∥∥ =

(
X(t),Dg

HX(t)
)
+ (.)

for every t ∈ [a,b].

Proof It is easy to prove this corollary with the result of Theorem . and (.). Indeed,



d+

dt
∥∥X(t)∥∥ = lim

h→+
‖X(t + h)‖ – ‖X(t)‖

h

= lim
h→+

(‖X(t + h)‖ + ‖X(t)‖)(‖X(t + h)‖ – ‖X(t)‖)
h

=
∥∥X(t)∥∥ lim

h→+
‖X(t + h)‖ – ‖X(t)‖

h
=

∥∥X(t)∥∥[
X(t),Dg

HX(t)
]
+

=
(
X(t),Dg

HX(t)
)
+. �
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4 Global existence and uniqueness of solution of interval-valued functional
differential equations

For σ >  letCσ = C([–σ , ],KC(R)) denote the space of continuousmappings from [–σ , ]
to KC(R). Define a metric Hσ in Cσ by

Hσ [X,Y ] = sup
t∈[–σ ,]

H
[
X(t),Y (t)

]
.

Let p > . Denote I = [t, t + p], J = [t – σ , t]∪ I = [t – σ , t + p]. For any t ∈ I denote by
Xt the element of Cσ defined by Xt(s) = X(t + s) for s ∈ [–σ , ].
Let us consider the interval-valued functional differential equations (IFDEs) with gen-

eralized Hukuhara derivative of the form
{
Dg

HX(t) = F(t,Xt), t ≥ t,
Xt = ϕ ∈ Cσ ,

(.)

where F ∈ C(I×Cσ ,KC(R)), and the symbolDg
H denotes the generalizedHukuhara deriva-

tive from Definition .. By a solution to (.) we mean an interval-valued mapping
X ∈ C(J ,KC(R)) that satisfies X(t) = ϕ(t – t) for t ∈ [t – σ , t], where X is differentiable
on [t, t + p] and Dg

HX(t) = F(t,Xt) for t ∈ I .

Lemma . ([]) Assume that F ∈ C(I × Cσ ,KC(R)) and X ∈ C(J ,KC(R)). Then the
interval-valued mapping t → F(t,Xt) belongs to C(I,KC(R)).

Remark . ([]) Under the assumptions of the lemma above we find that the mapping
t → F(t,Xt) is integrable over the interval I .

Lemma . (cf. []) Assume that F : [t, t + p]×Cσ → KC(R) is continuous. An interval-
valuedmapping X : J → KC(R) is called a local solution to the problem (.) on J if and only
if X is a continuous interval-valued mapping and it satisfies one of the following interval-
valued integral equations:

(S)

{
X(t) = ϕ(t – t) for t ∈ [t – σ , t],
X(t) = ϕ() +

∫ t
t
F(s,Xs)ds, t ∈ I,

(.)

if X is (i)-differentiable.

(S)

{
X(t) = ϕ(t – t) for t ∈ [t – σ , t],
X(t) = ϕ()� (–)

∫ t
t
F(s,Xs)ds, t ∈ I,

(.)

if X is (ii)-differentiable.
Let us remark that in (.) is hidden the following statement: there exists a Hukuhara

difference ϕ()� (–)
∫ t
t
F(s,Xs)ds.

Definition . Let X : J → KC(R) be an interval-valued function which is (i)-differen-
tiable. If X and its derivative satisfy problem (.), we say X is a (i)-solution of problem
(.). An (i)-solution X : J → KC(R) is unique if we have H[X(t),Y (t)] = , for any Y : J →
KC(R) which is a (i)-solution of (.).

http://www.advancesindifferenceequations.com/content/2014/1/198
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Definition . Let X : J → KC(R) be an interval-valued function which is (ii)-differen-
tiable. IfX and its derivative satisfy problem (.), we say thatX is a (ii)-solution of problem
(.). An (ii)-solution X : J → KC(R) is unique if we have H[X(t),Y (t)] = , for any Y : J →
KC(R) which is a (ii)-solution of (.).

Next, we shall establish the global existence and uniqueness result for IFDE (.). For
the global existence and uniqueness we use the dissipative conditions. We now prove a
comparison theorem, which is a useful tool in proving the global existence and uniqueness
theorem.

Theorem . Assume that F ∈ C(R+ ×Cσ ,KC(R)) and H[F(t,X),F(t,Y )]≤ g(t,Hσ [X,Y ])
for X,Y ∈ Cσ , t ∈R

+, where g ∈ C(R+ ×R
+,R+). Let r(t, t,x) be the maximal solution of{

dx
dt = g(t,x),
x(t) = x ≥ ,

(.)

for t ≥ t. Then, if X(t), Y (t) are any (ii)-solutions (or (i)-solutions) of IFDE (.) such
that ϕ,ψ ∈ Cσ exist for t ∈ R

+, we have H[X(t),Y (t)] ≤ r(t, t,x), provided that
Hσ [ϕ,ψ] ≤ x.

Proof We prove that for the case of (ii)-differentiability, the proof of the other case is sim-
ilar. Since X, Y are solutions of IFDE (.) and are (ii)-differentiable, we find that, for h > 
small enough, there exist Hukuhara differences X(t – h) � X(t), Y (t – h) � Y (t). Now for
t ∈R

+, set m(t) =H[X(t),Y (t)], and we have

m(t – h) –m(t) =H
[
X(t – h),Y (t – h)

]
–H

[
X(t),Y (t)

]
≤H

[
X(t – h),X(t) + (–)hF(t,Xt)

]
+H

[
X(t) + (–)hF(t,Xt),Y (t) + (–)hF(t,Yt)

]
+H

[
Y (t) + (–)hF(t,Yt),Y (t – h)

]
–H

[
X(t),Y (t)

]
≤H

[
X(t – h),X(t) + (–)hF(t,Xt)

]
+H

[
Y (t) + (–)hF(t,Yt),Y (t – h)

]
+ hH

[
F(t,Xt),F(t,Yt)

]
,

from which we get

m(t – h) –m(t)
h

≤H
[
X(t – h)�X(t)

–h
,F(t,Xt)

]
+H

[
F(t,Yt),

Y (t – h)� Y (t)
–h

]

+H
[
F(t,Xt),F(t,Yt)

]
.

Taking lim inf as h→ + yields

D–m(t) = lim
h→+

inf

h
[
m(t – h) –m(t)

] ≤ g
(
t,Hσ [X,Y ]

)
= g

(
t, |mt|σ

)
,

which together with the fact that Hσ [ϕ,ψ] ≤ x, and by using Theorem ., results in

H
[
X(t),Y (t)

] ≤ r(t, t,x), t ≥ t.

The proof is complete. �
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Remark . Under the assumptions of Theorem . with g(t,x) satisfying g(t,x) = L · x,
where L > , we obtain H[X(t),Y (t)]≤Hσ [ϕ,ψ] exp(Lt).

Theorem . Assume that F ∈ C(R+ × Cσ ,KC(R)), F maps bounded sets on to bounded
sets and F satisfies the following dissipative condition: there exists a continuous function
a :R+ →R

+ and r ≥  such that

(
X(t),F(t,Xt)

)
+ ≤ a(t)H[X, {}] (.)

for every t ≥  and X(t) ∈ KC(R) with H[X, {}]≥ r. Then:
(i) the interval-valued functional differential equation (.) has a (i)-solution on [t,∞);
(ii) the interval-valued functional differential equation (.) has a (ii)-solution on [t,∞)

if the following conditions hold:

∫ t

t
len

(
F(s,Xs)

)
ds≤ len

(
ϕ()

)
, ∀t ≥ t.

Proof We prove that for the case of (i)-differentiability (i.e., case (i)), the proof of the other
case is similar. For (t,ϕ) ∈R

+×Cσ fixed, we consider the sets I = [t, t +p) andBρ = {X ∈
Cσ :Hσ [X, {}]≤ ρ}, where p >  and ρ > . Since Fmaps bounded sets onto bounded sets,
we deduce that there existsM >  such that H[F(t,Xt), {}]≤M, for every (t,X) ∈ I × Bρ .
Therefore, there exists ∞ > η > t such that the problem (.) has at least locally a (i)-
solution X(t) on some intervals [t – σ , t + η]. Let

S =
{
X(t) | X(t) is defined on JX = [t – σ , t + ηX) and is the (i)-solution to (.)

}
.

Then S �= ∅. Next, we define a partial order � on S as follows: X � Y if and only if JX ⊆ JY
and X(t) = Y (t) on JX . Then standard application of Zorn’s lemma assures the existence of
the maximal element Z in (S ,�). The proof is complete if we show that ηZ =∞. Suppose
that it is not true, so that ηZ < ∞.
Step : We show that there exists γ such that H[Z(t,ϕ)(t), {}] ≤ γ for every t ∈ JZ .

Define ‖Z(t)‖ =H[Z(t,ϕ)(t), {}]. Using Corollary . we have



d+‖Z(t)‖

dt
=

(
Z(t),Dg

HZ(t)
)
+, t ∈ JZ ,

which implies



∥∥Z(t)∥∥ =



∥∥Z(t)∥∥ +

∫ t

t

(
Z(s),Dg

HZ(s)
)
+ ds, t ∈ IZ ,

and so



∥∥Z(t)∥∥ =



∥∥Z(t)∥∥ +

∫ t

t

(
Z(s),F(s,Zs)

)
+ ds, t ∈ JZ . (.)

Now, we consider the sets J = {t ∈ JZ : ‖Z(t)‖ ≤ r} and J = JZ\J. Then we have

(
Z(t),F(t,Zt)

)
+ ≤ a(t)H[Z, {}] (.)
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for every t ∈ J. On the other hand, since F maps bounded sets onto bounded sets, there
existsM >  such that

H
[
F(t,Zt , ), {}] ≤M, on JZ × Bρ ,

and so, by Corollary ., it follows that

(
Z(t),F(t,Zt)

)
+ ≤ ∥∥Z(t)∥∥H[

F(t,Zt), {}] ≤ rM, t ∈ J. (.)

From (.), (.) we obtain

(
Z(t),F(t,Zt)

)
+ ≤ rM + a(t)H[Z, {}], t ∈ Jz,

and so (.) becomes



∥∥Z(t)∥∥ ≤

(


∥∥Z(t)∥∥ + rM(ηZ – t)

)
+

∫ t

t
a(s)H[Z(s), {}]ds, t ∈ JZ . (.)

If we let ξ (s) =H[Z(s), {}], then we have



ξ (t)≤ e(t) +

∫ t

t
a(s)ξ (s)ds.

By Gronwall’s lemma, from the inequality (.) we obtain

∥∥Z(t)∥∥ ≤ γ  = e(t) +
∫ t

t
e(s)a(s) · exp

(∫ t

s
a(r)dr

)
ds,

for every t ∈ IZ . Here e(t) = ( ‖Z(t)‖ + rM(ηZ – t)). Therefore, there exists γ >  such
that H[Z(t), {}]≤ γ on JZ . We infer that H[F(t,Zt), {}]≤MZ , for every t ∈ JZ .
Step : We show that Z(·) is Lipschitzian on IZ . Indeed, for all t, t ∈ IZ with t ≤ t, we

have

H
[
Z(t,ϕ)(t),Z(t,ϕ)(t)

]
=H

[
ϕ() +

∫ t

t
F(s,Zs)ds,ϕ() +

∫ t

t
F(s,Zs)ds

]

≤H
[∫ t

t
F(s,Zs)ds, {}

]
≤

∫ t

t
H

[
F(s,Zs), {}]ds

≤MZ(t – t).

Therefore Z(·) has a continuous extension Z∗(·) on [t,ηZ]. By continuity, we have

Z∗(ηZ) = ϕ() +
∫ ηZ

t
F
(
s,Z∗

s
)
ds.

This implies that Z∗(·) is a (ii)-solution of (.) on [t – σ ,ηZ]. Further, we consider IFDE
with the new initial function at t = ηZ

Dg
HX = F(t,Xt), X(ηZ) = ϕ(ηZ – t) = ψ.
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Then the last IFDE has a (ii)-solution X∗(·) on [ηZ – σ ,ηZ + q), q > . If we define

Z(t) =

{
Z∗(t), for t – σ ≤ t ≤ ηZ ,
Z∗(t), for ηZ – σ ≤ t ≤ ηZ + q,

then it is clear that Z(t) is a (ii)-solution of (.) on [ηZ – σ ,ηZ + q). This contradicts the
maximality of Z(t) and hence ηZ =∞. �

Theorem . Assume that the assumptions of Theorem . hold. In addition, we assume
that F ∈ C(R+ × Cσ ,KC(R)) and H[F(t,X),F(t,Y )] ≤ g(t,Hσ [X,Y ]) for X,Y ∈ Cσ , t ∈ R

+,
where g ∈ C(R+ ×R

+,R+), g(t, ) ≡ , and x(t)≡  is only a solution of

{
dx
dt = g(t,x),
x(t) = ,

(.)

for t ≥ t. Then, for every (t,ϕ) ∈ R
+ × Cσ , the interval-valued functional differential

equation (.) has a unique solution on [t,∞) for each case.

Proof We prove it for the case of (ii)-differentiability, the proof of the other case is similar.
Let X and Y be two (ii)-solutions of IFDE (.) and be (ii)-differentiable, then we find that,
for h >  small enough, there exist Hukuhara differences X(t – h)� X(t), Y (t – h)� Y (t).
Now for t ∈R

+, set m(t) =H[X(t),Y (t)] and noting thatm(t) = , we get

D–m(t) = lim
h→+

inf

h
[
m(t – h) –m(t)

] ≤ g
(
t,Hσ [Xt ,Yt]

)
,

and so, by the comparison theorem for ordinary delay differential equations, it gives

H
[
X(t),Y (t)

] ≤ r(t, t, ), t ≥ t,

where r(t, t, ) is the solution of (.) on [t,∞). Since by assumption r(t, t, ) = , we
obtain X(t) = Y (t) on [t,∞). The proof is complete. �

Corollary . Under the assumptions of Theorem ., if we suppose in addition that there
exists L >  such that

H
[
F(t,Xt),F(t,Yt)

] ≤ LHσ [X,Y ]

on R
+ ×Cσ , then the IFDE (.) has a unique global solution for each case.

5 Illustrations
Let us consider again the interval-valued functional differential equation with the initial
value condition

{
Dg

HX(t) = F(t,Xt), t ∈ I,
X(t) = ϕ(t – t), t ∈ [t – σ , t],

(.)
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Phu et al. Advances in Difference Equations 2014, 2014:198 Page 12 of 19
http://www.advancesindifferenceequations.com/content/2014/1/198

where F : I×Cσ → KC(R) is a continuous interval-valued function and ϕ ∈ Cσ .We denote

X(t) =
[
X(t),X(t)

]
, t ≥ t,

X(t) =
[
ϕ(t),ϕ(t)

]
, t ∈ [t – σ , t],

and

F(t,Xt) =
[
F(t,Xt ,Xt),F(t,Xt ,Xt)

]
, t ≥ t.

In (.), we shall solve it by two types of Hukuhara derivative, which are defined in Defi-
nition .. Consequently, based on the type of differentiability, we have the following two
cases.
If we consider the derivative ofX(t) by using (i)-differentiability, then fromCorollary .,

we have Dg
HX(t) = [X ′(t),X′(t)], for t ≥ t. Therefore, (.) is translated into the following

delay differential system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X′(t) = F(t,Xt ,Xt), t ≥ t,
X′(t) = F(t,Xt ,Xt), t ≥ t,
X(t) = ϕ(t – t), t – σ ≤ t ≤ t,
X(t) = ϕ(t – t), t – σ ≤ t ≤ t.

(.)

If we consider the derivative of X(t) by using (ii)-differentiability, then from Corol-
lary ., we have Dg

HX(t) = [X′(t),X ′(t)], for t ≥ t. Therefore, (.) is translated into the
following delay differential system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X′(t) = F(t,Xt ,Xt), t ≥ t,
X′(t) = F(t,Xt ,Xt), t ≥ t,
X(t) = ϕ(t – t), t – σ ≤ t ≤ t,
X(t) = ϕ(t – t), t – σ ≤ t ≤ t.

(.)

Remark . If we ensure that the solutions (X(t),X(t)) of the systems (.) and (.), re-
spectively, are valid sets of interval-valued functions and if the derivatives (X ′(t),X′(t)) are
valid sets of interval-valued functions with two kinds of differentiability, respectively, then
we can construct the solution of the interval-valued functional differential equation (.).

Next, we shall consider some examples being simple illustrations of the theory of
interval-valued functional differential equations.

Example . Let us consider the linear interval-valued functional differential equation
under two kinds Hukuhara derivative,

{
Dg

HX(t) = –λX(t – 
 ),

X(t) = ϕ(t), t ∈ [– 
 , ],

(.)

where ϕ(t) = [–, ], λ > . In this example we shall solve (.) on [, ].
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Figure 1 (i)-solution to (5.4) (λ = 0.5).

Case : Considering (i)-differentiability, problem (.) is translated into the following
delay system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X′(t) = –λX(t – 

 ), t ≥ ,
X′(t) = –λX(t – 

 ), t ≥ ,
X(t) = –, – 

 ≤ t ≤ ,
X(t) = , – 

 ≤ t ≤ .

(.)

Solving delay system (.) by using the method of steps, we obtain a unique (i)-solution to
(.) defined on [, ] and it is of the form

X(t) =

{
[–( + λt), ( + λt)] for t ∈ [,  ],
[ – ( + λt + λ(t–)

 ),  + λt + λ(t–)
 ] for t ∈ [  , ].

The (i)-solution is illustrated in Figure .
Case : Considering (ii)-differentiability, problem (.) is translated into the following

delay system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X′(t) = –λX(t – 

 ), t ≥ ,
X ′(t) = –λX(t – 

 ), t ≥ ,
X(t) = –, – 

 ≤ t ≤ ,
X(t) = , – 

 ≤ t ≤ .

(.)

We obtain a unique (ii)-solution to (.) defined on [, ] and it is of the form

X(t) =

{
[λt – ,  – λt] for t ∈ [,  ],
[ – ( – λt + λ(t–)

 ),  – λt + λ(t–)
 ] for t ∈ [  , ].

The (ii)-solution is illustrated in Figure .
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Figure 2 (ii)-solution to (5.4) (λ = 0.5).

Example . Let us consider the linear interval-valued functional differential equation
under two kinds of Hukuhara derivative,

{
Dg

HX(t) = λX(t – d),
X(t) = ϕ(t), t ∈ [–d, ],

(.)

where ϕ(t) = [ – t,  – t], t ∈ [–d, ], d > , λ > . In this example we shall solve (.) on
[,d].

One can obtain the (i)-solution and (ii)-solution by using the methods as in the above
examples.
The (i)-solution to (.) defined on [,d] and it is of the form

X(t) =
[
λt

[
 –

t

+ d

]
+ ,λt

[
 –

t

+ d

]
+ 

]
.

The (ii)-solution to (.) is defined on [,d] and it is of the form

X(t) =
[
λt

[
 –

t

+ d

]
+ ,λt

[
 –

t

+ d

]
+ 

]
.

In Figures  and , the (i)-solution and (ii)-solution curves of (.) are given.

Example . Consider the interval-valued functional differential equation

{
Dg

HX(t) =
λ

+tX(t –

 ), t ≥ ,

X(t) = [ 
+t ,


+t ], t ∈ [– 

 , ],
(.)

where F : [,∞) × Cσ → KC(R) is given by F(t,Xt) = 
+tX(t –


 ) and ϕ(t) = [ 

+t ,

+t ],

t ∈ [– 
 , ], λ ∈ [–, ]\{}.
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Figure 3 (i)-solution to (5.7) (λ = 0.5, d = 1).

Figure 4 (ii)-solution to (5.7) (λ = 0.5, d = 1).

Case : Consider λ ∈ (, ]. If we consider Dg
HX(t) in the sense of (i)-differentiability, we

have to solve the following delay differential system:

⎧⎪⎨
⎪⎩
X′(t) = λ

+tX(t –

 ), t ≥ ,

X′(t) = λ

+tX(t –

 ), t ≥ ,

X(t) = 
+t , X(t) = 

+t , – 
 ≤ t ≤ .

(.)

Following the method of steps, we can obtain the expression of the (i)-solution on [, ],
which is represented in Figure .
On the other hand, if Dg

HX(t) is (ii)-differentiable, then we have to solve the following
delay differential system:
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Figure 5 (i)-solution to (5.8) (λ = 1).

Figure 6 (ii)-solution to (5.8) (λ = 1).

⎧⎪⎨
⎪⎩
X′(t) = λ

+tX(t –

 ), t ≥ ,

X′(t) = λ

+tX(t –

 ), t ≥ ,

X(t) = 
+t , X(t) = 

+t , – 
 ≤ t ≤ .

(.)

By the method of steps, we can obtain the expression of the (ii)-solution on [, ] corre-
sponding to the initial condition ϕ(t). This solution is illustrated in Figure .
Case : Consider λ ∈ [–, ). If we consider Dg

HX(t) in the form where it is (i)-
differentiable, we have to solve the following delay differential system:

⎧⎪⎨
⎪⎩
X′(t) = λ

+tX(t –

 ), t ≥ ,

X′(t) = λ

+tX(t –

 ), t ≥ ,

X(t) = 
+t , X(t) = 

+t , – 
 ≤ t ≤ .

(.)

This solution is shown in Figure .
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Figure 7 (i)-solution to (5.8) (λ = –1).

Figure 8 (ii)-solution to (5.8) (λ = –1).

If we consider Dg
HX(t) in the sense of (ii)-differentiability, we have to solve the following

delay differential system:

⎧⎪⎨
⎪⎩
X′(t) = λ

+tX(t –

 ), t ≥ ,

X′(t) = λ

+tX(t –

 ), t ≥ ,

X(t) = 
+t , X(t) = 

+t , – 
 ≤ t ≤ .

(.)

The (ii)-solution is illustrated in Figure .
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