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1 Introduction
Differential equations with fractional order have recently proved to be valuable tools for
the description of hereditary properties of various materials and systems. Many phenom-
ena in engineering, physics, continuum mechanics, signal processing, electro-magnetics,
economics, and science describes efficiently by fractional order differential equations. For
a reader interested in the systematic development of the topic, we refer the books [1-5].
Many researchers have studied the existence theory for nonlinear fractional differential
equations with a variety of boundary conditions; for instance, see the papers [6—21], and
the references therein.

In this paper, we study the existence and uniqueness of solutions for the following
boundary value problem for the fractional differential equation with nonlocal fractional
integral boundary conditions

Diu(t) =f(t,ul), 1<qg<2,0<t<T,
Ym0 u(T) = o, (1.1)
S M) = Y 7 u(T) - I ul&),

where D7 denotes the Caputo fractional derivative of order ¢, f : [0,7] x R — R is a
continuous function, ;& € (0,T), 6, A, € R, forall i =1,2,...,m, j=1,2,...,n, k =
1,2,...,I, w € R, and I? is the Riemann-Liouville fractional integral of order ¢ > 0 (¢ =
& B Vi i=12,...,m,j=12,...,m k=12,...,1).

The significance of studying problem (1.1) is that the boundary conditions are very gen-
eral and include many conditions as special cases. In particular, if o; = §; = yx = 1, for all
i=12,....,m,j=12,...,n k=1,2,...,1 then the boundary conditions reduce to

O+ 65+ +0,) [} uls)ds = o,

1.2
M S uls)ds+ -+ Ay [ uls)ds = félT u(s)ds + -+ fSlT u(s) ds. 12)
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Note that the condition (1.2) does not contain the values of the unknown function u at the
left side and right side of the boundary points ¢ = 0 and ¢ = T, respectively.

We develop some existence and uniqueness results for the boundary value problem (1.1)
by using standard techniques from fixed point theory. The paper is organized as follows:
in Section 2, we recall some preliminary facts that we need in the sequel and Section 3
contains our main results. Finally, Section 4 provides some examples for the illustration
of the main results.

2 Preliminaries
In this section, we introduce some notations and definitions of fractional calculus [2, 3]
and present preliminary results needed in our proofs later.

Definition 2.1 For an at least n-times differentiable function g: [0, 00) — R, the Caputo
derivative of fractional order g is defined as

‘Dig(r) = f(t s)nat (”)()d, n-l<g<nmn=[ql+1

where [g] denotes the integer part of the real number g.

Definition 2.2 The Riemann-Liouville fractional integral of order g is defined as

Loogls)

"0 1g )y o

ds, q>0,

provided the integral exists.

Lemma 2.1 For g > 0, the general solution of the fractional differential equation *D7u(t) =
0 is given by

ult)=co+crt+--+cpgt"
wherec;€R,i=1,2,...,n—-1(n=[q] +1).
In view of Lemma 2.1, it follows that
IDIu(t) = ut) + co + 1t + - -+ + ¢pg ™t (2.1)

forsomec; eR,i=1,2,...,n-1(n=[q] +1).

For convenience we set

m Tei+l m Tei
Q = Qii, Q = ei_ ’
! Z C(a; +2) g Z oy +1)

i=1 i=1
Bj+l /3

n;
Z ’F(ﬁ, +2) Z ’F(,B, +1) 22

Tt gl’k*l ! TV — £

Zﬂkw’ = LM T
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A = Q1(Q6 — R24) — Q22(25 — Q3). (2.3)

Lemma2.2 Let A#0,1<q<2,0; B,y >0,n,<(0,T) fori=1,2,...,m,j=12,...,n,
k=1,2,...,land h € C([0, T],R). Then the problem

‘Diu(t)=h(t), te(0,T), (2.4)

2’”: 0.1%u(T) = w,

; ; (2.5)
D ntPulng) = e (P4u(T) - Mul&)),
j=1 k=1
has a unique solution given by
(Q6 — Q4)t - (5 — Q23) N
u(t) = Ih(t) + - w - 21: 0,1 h(T)
Q1 -t :
o (Z M ThGy) = S (T - th(ék)))' (26)
k=1
Proof Using Lemma 2.1, (2.4) can be expressed as an equivalent integral equation,
u(t) =Ih(t) + at + co. (2.7)
Taking the Riemann-Liouville fractional integral of order p > 0 for (2.7), we have
L P
Pu(t) = IP*h(t) + ¢ c (2.8)

Tp+2)  “TE+1)

From the first condition of (2.5) and (2.8) with p = «;;, it follows that

Toz,+1

CIZ F( o + Cy Z@ F((x w_zeilﬁli*ﬂh(T).

According to the above process, the second condition of (2.5) and (2.8) with p = §; and
P = Yk imply that

ﬁ+1
TVi+l _ %-Vk*'l n U
c
1<Z'uk I'(yx +2) Z ]F /3}+2
! TV — g1
+Cy Zﬂk T +1) Z ]F,B,+1

n 1
= S ) - 3 (P TRCT) - I ThE).

j=1 k=1
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Solving the system of linear equations for constants c;, ¢, we have

Qe —Q “
c = 6A . (a)— ZQ,»I“”’UI(T))

i=1

n 1
- % (Z WIP () = > (D% h(T) - ﬂk*qh(sk))),
k=1

-1

Qs - Q
Cy = -2 3( Zuat*qh )

" l
+ % (Z WP ) = (I Th(T) - 1 Wh(gk)))
j=1 k=1

Substituting constants ¢; and ¢, into (2.7), we obtain (2.6), as required. O

3 Main results

Let C = C([0, T],R) denote the Banach space of all continuous functions from [0, T] to
R endowed with the norm defined by ||u| = sup,c(o 7y |4(¢)|. Throughout this paper, for
convenience, the expression I*f (s, u(s))(y) means

Ixf(s, u(s))(y) / ) (s, u(s)) s forte[0,T],

T (x)

where x € {q,0; + ¢, 8 + g,k +q} and y € {t, T, m;, &}, i = 1,2,...,m, j=1,2,...,m, k =
1,2,...,1L
As in Lemma 2.2, we define an operator F : C — C by

(Fu)(t) = I (s, u(s)) (£)

. (96 — Q4)tA— (QS - 93) (a) _ ;ei]ai+qf(s’ u(s))(T))

i B i Q ta (Z)»Iﬂﬁqf s, u ( ))(

l
=S (1 (s, () (T) = P9f (s, u(s))@k))). (3.1)
k=1

It should be noticed that problem (1.1) has solutions if and only if the operator F has fixed
points.
In the following subsections we prove existence, as well as existence and uniqueness
results, for the boundary value problem (1.1) by using a variety of fixed point theorems.
We set

I (192 +19251) + (1Q6] + 12T < Teit
= + E 0l =————
T(g+1) |A]

IER A
N (Z' "F(ﬂ,

Fa; +g+1)

TYk+d +§-Vk+q
Z|uk|(r(yk+q+l))> (3.2)

ﬁ/*’q
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and

(19251 + 193]) + (196 + 12T
- |A|

d |w]. (3.3)

3.1 Existence and uniqueness result via Banach'’s fixed point theorem
Theorem 3.1 Assume that

(Hy) there exists a constant L > 0 such that |f(¢,u) — f(¢,v)| < Llu — v|, for each t € [0, T]
and u,v € R.

¥

LA <1, (3.4)

where A is defined by (3.2), then the boundary value problem (1.1) has a unique solution
on [0, T].

Proof We transform the problem (1.1) into a fixed point problem, z = Fu, where the oper-
ator F is defined as in (3.1). Observe that the fixed points of the operator F are solutions
of problem (1.1). Applying Banach’s contraction mapping principle, we shall show that F
has a unique fixed point.

We let sup,o,7) |f(£,0)| = M < 0o and choose

AM + @
r>—,
~ 1-LA

where a constant ® is defined by (3.3).
Now, we show that FB, C B,, where B, = {u € C: ||u|| < r}. For any u € B,, we have
[(Fu)()]

L U825 +[€250) + (€26 + |2}t
|Al

|l

< sup {I"[f(s,u(s))|(t)

te[0,T]

. (192s] + |QS|)|+A(||Q6| + Q) Z 10,114 | (5, u(s)) | (T)
i=1

T (Z 4 5, 5) (o)

j=1

I
3 1l (P49 f (s, () |(T) + 74| (5, u(s)) |(sk))) }
k=1

(I125] + [25]) + (126 + [24NT

< I(|f (s, u(s)) = £(5,0)| + £ (5, 0)[)(T) + Al “

m

+ (|QS| + |QB|) + (|96| + |Q4|)T Z |9i|1"‘i+q([f(s,u(s)) —f(S,O)’ + V(S’O)D(T)
i=1

|A]

A | () 76,00 + 75 0 )

j-1

|s21|+|s22|T< .
+7
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I
£ Y 1l (P ([f (s, () = f (5, 0)| + £ (5, 0)[)(T)

+ 9(|f (s, u(s) - (5, 0)| + lf(s,O)!)@k)))

(1925] + €23]) + (1S26] + [Q4)T

< (Lr+ M)I*(1)(T) + Al |w]
N (Lr+M)(|Q5| +[€23]) |+A(:96| +1Q4)T & Z 10,11+ (1)
+ (Lr+M)% (Z % |1ﬂ/+q(1)(;7])

I
£ )l (PE1Q)(T) + Iy“q(l)(ék)))
k=1

T1 Qs |+ |23]) + (|26 + |24)T
Lr+ M) +(| 5|+ [S23]) + (126] + [€24]) o]
I'(g+1) [A]

IA

(1921 + 1923]) + (196] + 12T — Tei+d

+(Lr + M) Al Z| ;|

Ca; +g+1)

TYe+d 4 %-Vk+Q>
ZIMk'(l“(yk+q+1) )

ﬁ} +q

Q Q| T
o (Lr s ap) [ RIT 1'|+A'| 2| (Z|,|

=(Lr+M)A+D<r,

which implies that 7B, C B,.
Next, we let u,v € C. Then for ¢ € [0, T], we have

[(Fu)(®) - (Fv)(9)]
< [f(s, u(s)) —f(s, V(s)) | (¢)

Q Q Q QT <=
+(| 5|+| 3|)rA(|| 6|+| 4|) Z|9i|lai+qV(s7u(S))_f(S7V(S))}(T)
i=1
Q| + |20 T &
T (Z P (s,149) = s:v(9) )
j=1

!
+ Z i (I f (s, u(s)) = £ (5, v(9)) |(T) + I7%H|f (s, u(s)) = f (s, v(s)) ’(ék)))
k=1
T4
<Llu-v| ZE)

(|S25|+|523|)+(|s26|+|sz4|)TZII e+
|A] b Mo +g+1)

Tyk+q+%-yk+q
Zm |< )’k+q+1))>

+Ljlu—v

ﬂ/*q

|| + 9| T
#Llu—v]| D Ml ——
N F(ﬁ,

=LA|u—-vl,
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which implies that || Fu — Fv| < LA|lu—-v|. As LA <1, F is a contraction. Therefore, we
deduce, by Banach’s contraction mapping principle, that F has a fixed point which is the
unique solution of problem (1.1). The proof is completed. d

3.2 Existence and uniqueness result via Banach’s fixed point theorem and Hélder
inequality

Theorem 3.2 Suppose that f : [0,T] x R — R is a continuous function satisfying the fol-

lowing assumption:

(Hp) If@&u)—ft,v)| <8@)|u—v|, forte[0,T],u,veRands e Lé([O, T],R*), o €(0,1).
Denote ||8]| = (.} 18(s)|7 ds)° . If

T(g) \g-o N

Xiwmﬁqf’( l1-o >1“’+|91|+|92|T iwnﬂﬁq-"( 1-0 )1“’
= Dlai+q) \ai+q-o |A] ‘7 TB+a) \Bi+q-o
!

io 1- 1-o
i |Mk| (Tyk+q—d + %-]Zk q )( o ) < 1,
= TBi+9) Yi+tq-o

then the boundary value problem (1.1) has a unique solution.

i ”[ T4 (1—0>1_” .\ (19261 + 1S21) T + (1925 + [€23])

Proof For u,v e C([0, T],R) and for each ¢ € [0, T], by Holder’s inequality, we have

[(Fu)(t) - (Fv)(©)]
<I|f(s,u(s)) —f(s5,v(9))|(2)
. (195] + [93]) + (16| + Q)T

A Z 10117 f (5, u(5)) — £ (5,(5))|(T)

|91|+|92|T< .
+7

ar 2 () = (s, v(5) [n)

j=1
!
£ ) il (T f (s,u(s)) = £ (5,v(9)) [(T) + T%44|f (5, u(s)) = (5, ¥(s)) |($k)))
k=1

1 t 4
sm/ (t—1s)? 8(s)|u(s)—v(s)|ds

(|QS|+|QS|)+(|Q6|+|Q4|) Z 16

' 1
_ q)%itd— 3
1Al C(o; +q) / (T-s) 8(5)|u(5) V(S)| ds

1]+ [|T [ |4l g1
+ A (Z 7];+61)/ (7; — )W+ 175(s) |u(s)—v(s)|ds

l T
S _ (/o (T = )" 9725(5) u(s) - v(s)| ds

—~ Ty +4q)

&k
+ / (& — s)7EI715(s) |u(s) - v(s)| ds))
0
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g (o) (o) e
< i ([ =9 as) ([ ) as) v

. (19251 + 1S23]) + (126 + [2))T
|Al

“ |91| T T g1 ﬁd 1-o T 5 % o
ler(Tw(/o (T =9) S) (fo (5) ) =i
|l + 10T (§ |2 ( "o §)f+a1) o )1_G< j
S T Lo\ o

+q-1\1=0 ;
(-t o) ([

o /O ¥ (s l)llrfds)l_"(/jk(a(s)) )a>)nu—vu

1—(7 o
Q Q2 Q QuNT ;| T*i+a-o

<18l +(| 5|+ 1€23]) + (126 + [€24]) Z| |7
(4) [A] P o +q)

ﬂ, —
X ( >l_a+ [21] + 2| T ip‘/’l”/ﬁqa( l-o )1_0
ai+qg-o [A| e F(nj+q) \Bj+q-o

S 1-0 \"7
Z Mk T}/k+q—¢7 + Eli/kﬂ']*a) (7> ):| ”Ll _ V”.
k=1

Q=

ds)

q\_.

+

F(yk+q Yktg—o

It follows that F is contraction mapping. Hence Banach’s fixed point theorem implies
that 7 has a unique fixed point, which is the unique solution of the problem (1.1). The
proof is completed. d

3.3 Existence and uniqueness result via nonlinear contractions

Definition 3.1 Let E be a Banach space and let F : E — E be a mapping. F is said to be
a nonlinear contraction if there exists a continuous nondecreasing function ¥ : R* — R*
such that ¥(0) = 0 and W(¢) < ¢ for all ¢ > 0 with the property

|Fu-Fv|| <W(lu-vl), YuveE.

Lemma 3.1 (Boyd and Wong [22]) Let E be a Banach space and let F : E — E be a non-
linear contraction. Then F has a unique fixed point in E.

Theorem 3.3 Letf:[0,T] x R — R be a continuous function satisfying the assumption

(H3) |f(¢&,u) —f(£,v)] < h(2) vl "¢ [0, T), u,v> 0, whereh:[0,T] — R* is continuous

H*+|u-v|’

and a constant H* defined by

Qsl) + (1] + Q)T & Q
H* :Iqh(T) + (|QS| + | 3|) + (| 6| + | 4|)T Z |0i|1ai+qh(T) + M
[A| = |A|
n !
" (Z AP )+ 3 e (TR (T) + Vk“fh(ék)))' (35)
j=1 k=1

Then the boundary value problem (1.1) has a unique solution.

Page 8 of 17
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Proof We define the operator F : C — C as (3.1) and a continuous nondecreasing function

¥ :R* — R* by
H*e
Y(e) = , Ve=>0.
H*+¢

Note that the function W satisfies W(0) = 0 and W(e) < € for all £ > 0.
For any u,v € C and for each ¢ € [0, T], we have

[(Fu)(®) - (Fv)(@)]

< Iq[f(s, u(s)) —f(s, V(s)) | (¢)

L US2s] +1S250) + (1S26] + |2 )T
|A]

D 101 f (5, u(s)) — £ (5,v(5)) | (T)

i=1

.\ || + |QZ|T<Z|)‘ |Iﬂ,+qv s u(s ) ( v(S))|(77j)

|Al

!
Y 1l (P f (s, 1(5)) = f (5, v(9)) [(T) + P%¥|f (s, u(s)) = £ (s, v(5)) |(Ek)))

o —v|

§1q<h(5)m>(T)
. (125] + [€23]) + (12| + Q24T Z |9i|lai+q(h(S)H*|M -V l)(T)

A] — Vlu-v

|l + 192 o ju—v| |
¥ T(ZIA | q(h( )7”)0;,)

l
- |u —v| o+ |z —v|
+Z|Mk|(1y q(h(s)m)(r)m q(h(s>H7*+|u_vl)(sk))>

k=1

- v (1251 + 19231) + (19261 + [2]) T
= T JH (T
= ( W) + N §:|9| W)

Q|+ || T [ <& :
. % (Z 2P ) + 3 Lpeel (P IA(T) + Wh@k))))

j=1 k=1
([l —vl).

This implies that || Fu — Fv| < W(||u—v|). Therefore F is a nonlinear contraction. Hence,
by Lemma 3.1 the operator F has a unique fixed point which is the unique solution of the

boundary value problem (1.1). This completes the proof. O

3.4 Existence result via Krasnoselskii’s fixed point theorem

Lemma 3.2 (Krasnoselskii’s fixed point theorem [23]) Let M be a closed, bounded, convex,
and nonempty subset of a Banach space X. Let A, B be the operators such that (a) Ax + By €
M whenever x,y € M; (b) A is compact and continuous; (c) B is a contraction mapping.
Then there exists z € M such that z = Az + Bz.
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Theorem 3.4 Letf:[0,T] x R — R be a continuous function satisfying (Hy). In addition
we assume that

(Ha) [f(t, )] < p(2), V(t,u) € [0, T] x R, and ¢ € C([0, T],R*).

Then the boundary value problem (1.1) has at least one solution on [0, T provided

(|93|+|QS|)+(|Q6|+|Q4|)TZ| | Tt
[A] "T(w+q+1)
[ + 92| T " T 4 g7
Al = |Mk|< ) <L (3.6)
oAl Z 4 F(ﬁ; Z Ty +q+1)
Proof Setting sup,( 1 l¢(£)| = ll¢|l and choosing
p=lellA+ P (3.7)

(where A and @ are defined by (3.2) and (3.3), respectively), we consider B, = {u €
C([0, T],R) : |lu#|| < p}. We define the operators F; and F, on B, by

Frut) =1 (s, u(s))(2), t€[0,T],

Foul(t) = (62 - Q4)tA_ (625 = €23) (wl - Z@Iuﬁqf(s’ M(S))(T)>

i=1

Q-0
P 2t<Zx 1979f (s, u(s)) (1)

j=1
l
=3 (I (s,())(T) — I s, u(s))(sk>)>, t [0, 7).
k=1

For any x,y € B,, we have

| Fiu(t) + Fov(t)|
< sup {I9|f (s, u(s))|(®) + (192s] +K23]) + (1] + |Q4|)t|w|
te[0,T] |A|

(IQsl +1923]) + (16| + 124t

Al Zw 14 |f (s, v(s)) |(T)

|21 ] + €2t

N (Z (P |f (s, v(s) | ()

S Il )T+ P v >r<sk>>)}

11 (195 +1923]) + (12| + 124D T < Tei*d
<lell + Z| O —
(g+1) [A] i +g+1)

ﬁ/*’q

|Ql| + |§22|T TVk*d 4 Sj/k+q
P S (lelr(ﬂ] Zmu( ))}

C(yc+q+1)
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, (8251 + 192D + (1926 + 12D T
|A]

|l

=llellA+ P < p.
This shows that Fiu + F,v € B,. It is easy to see using (3.6) that F; is a contraction map-
ping.

Continuity of f implies that the operator F; is continuous. Also, /; is uniformly bounded
on B, as

q

| Frull =

S PR

Now we prove the compactness of the operator ;.

We define supy, ,c(0,7]x5, [f(t,u)| = f < 00, and consequently we have

’(]:lu)(tZ) - (flu)(tl)‘

R R (O

+ /‘tz (t, — s)q‘lf(s, u(s)) ds

f |tq q

< —t
“T(g+1) 1o

’

which is independent of u# and tends to zero as ¢, — £, — 0. Thus, F; is equicontinuous. So
J1 is relatively compact on B,,. Hence, by the Arzeld-Ascoli theorem, J; is compact on B,,.
Thus all the assumptions of Lemma 3.2 are satisfied. So the conclusion of Lemma 3.2
implies that the boundary value problem (1.1) has at least one solution on [0, T]. O

3.5 Existence result via Leray-Schauder’s nonlinear alternative
Theorem 3.5 (Nonlinear alternative for single valued maps [24]) Let E be a Banach space,
C a closed, convex subset of E, U an open subset of C,and 0 € U. Suppose that F : U — C is
a continuous, compact (that is, F(U) is a relatively compact subset of C) map. Then either
(i) F has a fixed point in U, or
(ii) thereis a u € AU (the boundary of U in C) and A € (0,1) with u = LF ().

Theorem 3.6 Assume that

(Hs) there exist a continuous nondecreasing function v : [0,00) — (0,00) and a function
p € C([0, T],R*) such that

[f(t, u)| §p(t)1/f(|u|) foreach (t,u) € [0,T] x R;

(Hg) there exists a constant M > 0 such that

M
Y)IplA + @

)

where A and ® are defined by (3.2) and (3.3), respectively.

Then the boundary value problem (1.1) has at least one solution on [0, T].
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Proof Let the operator F be defined by (3.1). Firstly, we shall show that F maps bounded
sets (balls) into bounded sets in C([0, T],R). For a number r > 0, let B, = {u € C([0, T],R) :
ll#|| < r} be a bounded ball in C([0, T],R). Then for ¢ € [0, T] we have

(Fuo)
< s {IqV(s o)+ U019 000 10

, (9251 + 192]) |+A(||sz6| + |Q4|)TZ|9i|lai+qV(s,u(s))|(T)

i=1

L 1Sal+ |92|T<Z|,\ 174 |f (s, u(s)) | (m;)

|A]

I
£ Y 1l (P (s, 4()) [(T) + %9 |f (s, 1(s)) |(sk))) }

k=1

Q5] + €2 Qel + Q)T
< (lul)1p()(T) + 1L sl>|+A<: o+ 12T

Q Q Q QT
+1p(||u||)(| 51+ 3|)|+A(: 6l + 12]) Z|9|Ia,+q

Q|+ IT
+¢(|lull)%<2|x 15 p(s) ()

I
+ )l (P p(s)(T) + ﬂk*qp(s)(sk)))

(19251 + 1S23]) + (126 + [S2))T

<V ()Pl gy + N ol
Q Q Q QDT T%i*
e Zm —
Q Q| T
+w(||u||)||p||%
Bi+q
j Tyk+q+é_-1//<+q
<Z|’|F(ﬂ, ZW'( Vk+q+l)>>
T1 Q Q Q Q)T T**q
SW(||M||)||P|||:F(q+1)+(| s+ 3|)|+A(: 6| +192)) ZH ——

Bi+q
|2 + 22| T ¢ Tk 4 st‘”I
e (Zmr(ﬁ Zmu(r(ywﬂ))ﬂ

. (19251 + 1S23]) + (126 + [2))T

|wl,
[Al

and consequently

[ Ful <y (@)lplA + .
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Next we will show that F maps bounded sets into equicontinuous sets of C([0,T],R).
Let 11, 7o € [0, T'] with 7; < 75 and u € B,. Then we have

|(Fu)(z2) - (Fu)(m)|

1

(0= = (=9 (s s+ [ (=91 (509 s

Lt

(IR26] + 1S24]) 1| |26] + 19| <

N (o—1)+ 2l ; 10114 (s, u(8) ) |(T) (12 — T1)

+ ||T|(f2 - n)(z (P £ (s, u(s)) | ()

l
£ 3 i (P f (5,109) | (T) + 9| (5, u(s) |<sk>))

k=1

W (r)
- F(q)

(IS26] + [€24]) || |Q|+|Q| ae
+%(T2—T1)+ 6|A| . Z|9l1 Ip(sN(T) (2 — )

/ [(r2 = 9)7 = (11 = ) ]p(s) s + f * (= )7 p(s) ds

m‘/f(l’ (m—-u (Z 21 p(s)(ny)
j=1

!
3 il (I p()(T) + zykwp(s)(sk))).

As ) — 7y — 0, the right-hand side of the above inequality tends to zero indepen-
dently of u € B,. Therefore by the Arzeld-Ascoli theorem the operator F : C([0, T],R) —
C([0, T, R) is completely continuous.

Let u be a solution. Then, for ¢ € [0, T], and following similar computations to those in
the first step, we have

()| < v (Ilul)IpllA + @,

which leads to

o]l
Y(llullpla+@ ~

In view of (Hg), there exists M such that || u«| # M. Let us set
U={ueC([0,T]R): |lull <M}.

We see that the operator F : U — C([0, T],R) is continuous and completely continuous.
From the choice of U, there is no u € dU such that # = v.Fu for some v € (0,1). Conse-
quently, by the nonlinear alternative of Leray-Schauder type, we deduce that F has a fixed
point z € U which is a solution of the boundary value problem (1.1). This completes the
proof. g
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4 Examples
In this section, we present some examples to illustrate our results.

Example 4.1 Consider the following fractional integral boundary value problem:

(2mt) lu(8)] 1
D3 u(t) = 3”)” . 1+’Tu(t)| +5, 0<t<2,
V2Pu(2) - L1V3u(2) = 1, (4.1)

3]”/3u(2/3) — 11V22y(43) = L(IVTu(2) - IV u(5/3)).

Here q=3/2, T=2,m=2n=21=1Lw=1,01=3/2, 05 = /3, B1 = 70/3, B2 = /212,
V1= T 0= N2, 0 = =1/2, Ay =3, Ay = =7/4, 1 = 1/2, q1 = 2/3, 15 = 4/3, & = 5/3, and
f(t,u) = (sin® (27 8)|u])/((3 + £)3(A + |ul)) + (1/2). Since |[f (¢, u) — f(t,v)| < (1/27)|u — |, (H})
is satisfied with L = 1/27. We can show that

T (I23] + [925) + (126 + [24NT Tt
= + § 161
T(g+1) |Al

[21] + [T
VI D MEGsaTD

~ 14.13402398.

Mo +g+1)

Tk +ng+q
E IMkI( )
C(yk+gq+1)

ﬂﬁrq

Thus LA ~ 0.52348237 < 1. Hence, by Theorem 3.1, the boundary value problem (4.1) has
a unique solution on [0, 2].

Example 4.2 Consider the following fractional integral boundary value problem:

<p} u(t) = 3+t 1|+71(f()|)| + %, 0<t<1/2,
105553 u(1/2) + £ 1V3u(1/2) = 3/2,
8171V2u(1/36) + 41—911/2 (1/25) = £ (V™ u(1/2) - IV u(1/9))

+ o (M3u(1/2) - I"3u(1/8)).

Here q=3/2, T=1/2,m=2,n=2,1=2,w=3/2,01 =5/3, 2y = /3, f1 = V2, 2 = 1/2,
Vi =T va =1/3,61 =10, 60, = 1/64, Ay = 81, Ay = 1/49, p1 = 1/25, up = 1/81, 1 = 1/36, 5 =
1/25, &, =1/9, & =1/8, and f(t, u) = (¢/|u|)/((3 + £)*(1 + |u|)) + (3/4). We choose h(t) = €'/9
and we obtain

(1925 +1921) + (1Q6] + 12T <

H* = Ih(T) + 2 D 161 h(T)
i=1

I
¥ % (Z AP ) + ) L (17 h(T) +1Vk”’h(€k)))

~ 0.89374610.

Clearly,

lul = |v| et lu —v| )
t, t, < _ .
Sl ~fe)] = (3+t)2<1+|u|+|v|+|u||v|)— 9\ 0.89374610 + 1 — V|



http://www.advancesindifferenceequations.com/content/2014/1/181

Tariboon et al. Advances in Difference Equations 2014, 2014:181
http://www.advancesindifferenceequations.com/content/2014/1/181

Hence, by Theorem 3.3, the boundary value problem (4.2) has a unique solution on
[0,1/2].

Example 4.3 Consider the following fractional integral boundary value problem:

<D} u(t) = ext) t;;‘ltgz”t) 1-|+L\{u +3t, O0<t<l,
2561%u(1) + L5 1V3u(1) = 1,
1,0241”/3u(1/5)+ L [V2y1/3) = 512(1f u(l) — IVT u(1/3))

1,024
L (VTRy(1) — VT2 y(1/6)).

(4.3)

1 024

Hereg=3/2,T=1,m=2,n=21=2,0=101=3/2, 05 =/3, B1 =7/3, B» = 1//2, 1 =
T, ya = /712, 6 = 256, 0, = 1/100, Ay = 1,024, Ay = 1/1,024, p; = 1/512, py = 1/1,024,
m =1/5, 1y =1/3, & =1/3, & = 1/6, and f(t,u) = (e”* sin®> (27w £)|u|)/((2 + £)>(1 + |u])) + 3t.
Since |f(¢,u) — f(¢,v)| < (1/4)|u — v|, (H;) is satisfied with L = 1/4. We find that

(123] +[S2s5]) + (16| + [T Z' | Tei*q
Al "T(ai+q+1)
ﬁ’+q Vi+d
1€ + [€2,|T TVk+q+§
t— |2 | [ ekl
[A] Z 4 Z Ti+q+1)
~ 0.92525429 < 1.
Clearly,
2 —t
e !sin” (27t t e
[f(t,w)| = @rl) Ol 4, < +3¢
(2 +1)? 1+ |u(t)] 4

Hence, by Theorem 3.4, the boundary value problem (4.3) has at least one solution on
[0,1].

Example 4.4 Consider the following fractional integral boundary value problem:

5
Diu(t) = =1+ ) (7 + 4, 0<t<3,
1"u(3) - /3PPu(3) - 21V?u(3) = w, (4.4)

glﬁu(z/ls) = 5(18%(3) — I%5y(3/4)) —10(IY*u(3) — IM*u(1/5)).
Here g =5/3, T:3,m=3,n=1,l=2,a)=n,a1=1/2,a2=3/2,a3=ﬁ,ﬂ1=«/?_>, Y=
8/5,v,=1/4,6,=1, 0, = -3, 03 = —4/5, M =3/2, u1 =2/9, pup = -10, ny = 2/5, & = 3/4,
& =1/5,and f(¢,u) = (1/225)(1 + £2)((?/(1 + |u])) + (|u|/(1 + |u[))). Then we get

_ T (9] +195]) + (196] +126DT ZII T
(g +1) Al "Tlei+q+1)

1] + 92| T 7 4 g
MV Z|,| me ToriasD

~ 15.19489487

ﬂﬁrq

Page 15 0f 17
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and

(123] + 1951) + (192 + |2)) T
- |A|

P

1| ~ 0.80515429.

Clearly,

2

Ift,u)| = ﬁ(utz)( w )‘5%(1+t2)(|u|+1).

1+ |ul 1+ |y

Choosing p(t) = (1/225)(1 + ¢2) and ¥ (Ju|) = |u| + 1, we can show that

M
— >,
y(M)pllA + P

which implies that M > 4.55994347. Hence, by Theorem 3.6, the boundary value problem
(4.4) has at least one solution on [0, 3].
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