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1 Introduction
The averaging principle plays an important role in dynamical systems in problems of me-
chanics, physics, control and many other areas. The rigorous results on averaging princi-
ples were firstly put forward by Krylov and Bogolyubov []. After that, Khasminskii [, ]
considered averaging principles of Itô’s stochastic differential equations, parabolic and el-
liptic differential equations.
Most systems in science and industry are perturbed by some random environmental ef-

fects, which are often described as Gaussian noise. As a special non-Gaussian Lévy noise,
Poisson noise is usually a hot spot when dealing with stochastic systems. Stoyanov and
Bainov [] investigated the averaging method for a class of stochastic differential equa-
tions with Poisson noise. They considered the connections between the solutions of a
standard form and the solutions of averaged systems and proved that under some con-
ditions the solutions of averaged systems converge to the solutions of original systems
in mean square and in probability. Following the Bogolyubov theorem (cf. []), Kolomiets
andMel’nikov [] gave a theorem concerning averaging on the finite time interval of a sys-
tem of integral-differential equations with Poisson noise. Instead of Poisson noise, Xu et
al. [] established an averaging principle for stochastic differential equations with general
non-Gaussian Lévy noise.
Stochastic differential equations (SDEs) give models for systems, the future state of

which is independent of the past states and is determined solely by the present. How-
ever, for real systems, the future state will often be related to past states except for the
present states of the system. Thus, SDDEs have attracted great attention recently [, ],
but averaging principles for SDDEs have not been considered so far. Motivated by the
previous paper, we consider the averaging principles for general SDEs and SDDEs with a
non-Lipschitz condition.
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The following sections are organized as follows. In Section  we give a detailed descrip-
tion on the averaging process of general SDEs under a non-Lipschitz condition. Section 
shows the averaging principles for SDDEs under a non-Lipschitz condition.

2 Stochastic differential equation case
Let (�,F ,P) be a complete probability space with filtration {Ft}t≥ satisfying the usual
conditions (i.e., it is right continuous and F contains all P null sets), and let B(t) be a
givenm-dimensional Brownian motion defined on the space. Let  < T < ∞ and X be an
F-measurable Rd-valued random variable such that E|X| < ∞. Consider the following
d-dimensional stochastic differential equation:

dX(t) = f
(
t,X(t)

)
dt + g

(
t,X(t)

)
dB(t),  ≤ t ≤ T , ()

with initial data X, where f : [,T] × R
d → R

d and g : [,T] × R
d → R

d×m are both
continuous and Borelmeasurable. By the definition of stochastic differential, this equation
is equivalent to the following stochastic integral equation:

X(t) = X +
∫ t


f
(
s,X(s)

)
ds +

∫ t


g
(
s,X(s)

)
dB(s), t ∈ [,T]. ()

In order to guarantee the existence and uniqueness of the solution to (), we impose a
condition on the coefficient functions.
(A) Non-Lipschitz condition: for any x, y ∈R

d and t ∈ [,T],

∣∣f (t,x) – f (t, y)
∣∣ ∨ ∣∣g(t,x) – g(t, y)

∣∣ ≤ κ
(|x – y|),

where κ(·) is a continuous increasing concave function from R
+ to R

+ such that κ() = ,
κ(x) >  for x >  and

∫
+

dx
κ(x)

= ∞.

It is known from [, Theorem .] that under the condition (A), there exists a unique
solution X(t) to () with the initial data X.
The standard form of () is

Xε(t) = X + ε

∫ t


f
(
s,Xε(s)

)
ds +

√
ε

∫ t


g
(
s,Xε(s)

)
dB(s), ()

whereX and the coefficients have the same conditions as in (), and ε ∈ (, ε] is a positive
small parameter with ε a fixed number.
According to the existence and uniqueness theoremof differential equations, () also has

a unique solution Xε(t), t ∈ [,T] for every fixed ε ∈ (, ε]. In order to find out whether
the solution Xε(t) will be approximated with small ε to some other simpler process, we
impose some conditions on the coefficients.
Let f̄ (x) : Rd → R

d , ḡ(x) : Rd → R
d×m be measurable functions, satisfying the non-

Lipschitz condition with respect to x as f (t,x) and g(t,x). Moreover, we assume that the
following inequalities are satisfied:
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For x ∈ R
d and T ∈ [,T],

(A)


T

∫ T



∣∣f (s,x) – f̄ (x)
∣∣ds ≤ ψ(T)

(
 + |x|),

(A)


T

∫ T



∣∣g(s,x) – ḡ(x)
∣∣ ds ≤ ψ(T)

(
 + |x|),

where ψi(T), i = ,  are positive bounded functions with limT→∞ ψi(T) = .
We now consider the following averaged stochastic equation which corresponds to the

original standard form ():

Yε(t) = X + ε

∫ t


f̄
(
Yε(s)

)
ds +

√
ε

∫ t


ḡ
(
Yε(s)

)
dB(s). ()

Obviously, () also has a unique solution Yε(t) under similar conditions as () for the
solution Xε(t). Now, we consider the connections between the processes Xε(t) and Yε(t).
The convergence in mean square and convergence in probability between the standard
form and the averaged form of () are especially considered.
The following two theorems give the connections between the processesXε(t) and Yε(t).

Theorem . Suppose that the conditions (A)-(A) are satisfied. For a given arbitrarily
small number δ >  and a constant L > , α ∈ (, ), there exists a number ε ∈ (, ε] such
that for all ε ∈ (, ε], we have

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣) ≤ δ.

Proof Consider the difference Xε(t) – Yε(t). By () and (), we have

Xε(t) – Yε(t) = ε

∫ t



[
f
(
s,Xε(s)

)
– f̄

(
Yε(s)

)]
ds +

√
ε

∫ t



[
g
(
s,Xε(s)

)
– ḡ

(
Yε(s)

)]
dB(s).

By the elementary inequality |x + x| ≤ (|x| + |x|), for u ∈ [,T], we obtain

sup
≤t≤u

∣∣Xε(t) – Yε(t)
∣∣

≤ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s)

)
– f̄

(
Yε(s)

)]
ds

∣∣∣∣


+ ε sup
≤t≤u

∣∣∣∣
∫ t



[
g
(
s,Xε(s)

)
– ḡ

(
Yε(s)

)]
dB(s)

∣∣∣∣


.

Denote by

J = ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s)

)
– f̄

(
Yε(s)

)]
ds

∣∣∣∣


,

J = ε sup
≤t≤u

∣∣∣∣
∫ t



[
g
(
s,Xε(s)

)
– ḡ

(
Yε(s)

)]
dB(s)

∣∣∣∣


.
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Thus, using the elementary inequality again, we get

J ≤ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s)

)
– f

(
s,Yε(s)

)
+ f

(
s,Yε(s)

)
– f̄

(
Yε(s)

)]
ds

∣∣∣∣


≤ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s)

)
– f

(
s,Yε(s)

)]
ds

∣∣∣∣


+ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Yε(s)

)
– f̄

(
Yε(s)

)]
ds

∣∣∣∣


:= J + J.

By the Cauchy-Schwarz inequality and the condition (A), taking expectation on J
yields

E|J| ≤ εE

(
sup
≤t≤u

t
∫ t



∣∣f (s,Xε(s)
)
– f

(
s,Yε(s)

)∣∣ ds
)

≤ εu
∫ u


E

[
κ
(∣∣Xε(s) – Yε(s)

∣∣)]ds.

For |J|, we take the expectation and use the condition (A) to get

E|J| ≤ εE

(
sup
≤t≤u

t
∣∣∣∣t

∫ t



[
f
(
s,Yε(s)

)
– f̄

(
Yε(s)

)]
ds

∣∣∣∣
)

≤ ε sup
≤t≤u

{
tψ(t)

[
 +E

(
sup
≤s≤t

∣∣Yε(s)
∣∣)]}

≤ εuψ(u)
[
 +E

(
sup

≤t≤u

∣∣Yε(t)
∣∣)]

.

By the properties of solutions to stochastic differential equations, we know that if
E|X| < ∞, then for each t ≥ , E|X(t)| < ∞ (cf. []). Following the discussion of [],
this property combines with the fact that limT→∞ ψ(T) = . We can further estimate
that there exists a constant C such that

E|J| ≤ εuC.

Consequently,

E|J| ≤ εu
∫ u


E

[
κ
(∣∣Xε(s) – Yε(s)

∣∣)]ds + εuC. ()

On the other hand, for J , taking expectation on it, using the Burkholder-Davis-Gundy
inequality [] and the elementary inequality again, we get

E|J| ≤ εE
(∫ u



∣∣g(s,Xε(s)
)
– ḡ

(
Yε(s)

)∣∣ ds
)

≤ εE

(∫ u



∣∣g(s,Xε(s)
)
– g

(
s,Yε(s)

)∣∣ ds
)

http://www.advancesindifferenceequations.com/content/2013/1/38
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+ εE

(∫ u



∣∣g(s,Yε(s)
)
– ḡ

(
Yε(s)

)∣∣ ds
)

:= E|J| +E|J|.

By the condition (A), we obtain

E|J| ≤ ε

∫ u


E

[
κ
(∣∣Xε(s) – Yε(s)

∣∣)]ds.

As to E|J|, we use the condition (A) to get

E|J| ≤ εE

(∫ u



∣∣g(s,Yε(s)
)
– ḡ

(
Yε(s)

)∣∣ ds
)

≤ εuψ(u)
[
 +E

(
sup
≤t≤u

∣∣Yε(t)
∣∣)]

.

As a similar way of dealing with E|J|, there exists a constant C such that

E|J| ≤ εuC.

Then

E|J| ≤ ε

∫ u


E

[
κ
(∣∣Xε(s) – Yε(s)

∣∣)]ds + εuC. ()

Putting () and () together, we see that

E

(
sup

≤t≤u

∣∣Xε(t) – Yε(t)
∣∣)

≤ ε(εu + )
∫ u


E

[
κ
(∣∣Xε(s) – Yε(s)

∣∣)]ds + εu(εuC + C). ()

From the condition (A), we know that κ is concave and κ() = , therefore, we can find
a pair of positive constants a and b such that

κ(x)≤ a + bx for all x ≥ . ()

Substituting this into () gives that

E

(
sup

≤t≤u

∣∣Xε(t) – Yε(t)
∣∣)

≤ bε(εu + )
∫ u


E

(∣∣Xε(s) – Yε(s)
∣∣)ds + εu(εua + εuC + a + C)

≤ εu(εua + εuC + a + C) + bε(εu + )
∫ u


E

(
sup

≤s≤s

∣∣Xε(s) – Yε(s)
∣∣)ds.

The Gronwall inequality then yields

E

(
sup

≤t≤u

∣∣Xε(t) – Yε(t)
∣∣) ≤ εu(εua + εuC + a + C) exp

{
bεu(εu + )

}
.
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Choose α ∈ (, ) and L >  such that for every t ∈ [,Lε–α] ⊆ [,T],

E

(
sup

≤t≤Lε–α

∣∣Xε(t) – Yε(t)
∣∣) ≤ CLε–α ,

where C = (aLε–α + CLε–α + a + C) exp{bLε–α(Lε–α + )} is a constant.
That is, given any number δ > , we can choose ε ∈ (, ε] such that for each ε ∈ (, ε]

and for every t ∈ [,Lε–α],

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣) ≤ δ.

This completes the proof. �

Except for the convergence in mean square between () and (), we can also get the
properties of convergence in probability.

Theorem . Suppose that the conditions (A)-(A) are satisfied, for a given arbitrarily
small number δ >  and a constant L > , α ∈ (, ), there exists a number ε ∈ (, ε] such
that for all ε ∈ (, ε], we have

lim
ε→

P

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣ > δ

)
= .

Proof With the result of Theorem . and the Chebyshev-Markov inequality, for any given
number δ > , we have

P

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣ > δ

)
≤ 

δ
E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣) ≤ 

δ
CLε–α .

Taking limits on both sides of the inequality, we get the required result. �

In order to illustrate the averaging process of stochastic differential equations under
non-Lipschitz conditions, we give the following example.

Example . Consider the one dimensional SDE

dX(t) = sin tX(t) dt +X(t) dB(t), t ≥ ,

with an initial condition X() = X, and E|X| < ∞, where B(t) is a scalar Brownian mo-
tion. The corresponding standard form of the above SDE is

dXε = ε sin tXε dt +
√

εXε dB(t).

Denote

f (t,Xε) = sin tXε , g(t,Xε) = Xε .

Then

f̄ (Xε) =

π

∫ π


f (t,Xε) dt =


π
Xε , ḡ(Xε) =


π

∫ π


g(t,Xε) dt = Xε .

http://www.advancesindifferenceequations.com/content/2013/1/38
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Define the averaged SDE

dYε =

π

εYε dt +
√

εYε dB(t).

Obviously, the explicit solution of this equation is

Y (t) = X exp

{(

π

–



)
t + B(t)

}
.

For κ(x) = kx, where k is a positive constant, it is easy to see that the conditions (A)-(A)
are satisfied, thus Theorems . and . hold. That is,

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Yε(t)
∣∣) ≤ δ

and Xε(t)→ Yε(t), ε →  in probability.

As a similar process to the stochastic differential equation case, we can derive the aver-
aging principle for SDE with delay.

3 Stochastic differential delay equation case
Let τ >  and denote by C([–τ , ];Rd) the family of continuous functions φ from [–τ , ] to
R

d with the norm ‖φ‖ = sup–τ≤θ≤ |φ(θ )|. Let  < T < ∞. We now consider the following
stochastic differential delay equation in R

d :

dX(t) = f
(
t,X(t),X(t – τ )

)
dt + g

(
t,X(t),X(t – τ )

)
dB(t),  ≤ t ≤ T , ()

where f : [,T] × R
d × R

d → R
d and g : [,T] × R

d × R
d → R

d×m are both continuous
and Borel measurable. Suppose the initial data X() = ξ = {ξ (θ ) : –τ ≤ θ ≤ }, which is an
F-measurable C([–τ , ];Rd)-valued random variable such that E‖ξ‖ < ∞.
We impose the following condition:
(A′) Non-Lipschitz condition: for any x, x̂, y, ŷ ∈R

d and t ∈ [,T],

∣∣f (t,x, y) – f (t, x̂, ŷ)
∣∣ ∨ ∣∣g(t,x, y) – g(t, x̂, ŷ)

∣∣ ≤ κ
(|x – x̂|) +K |y – ŷ|, ()

where K is a positive constant and κ(·) is a continuous increasing concave function from
R

+ to R
+ such that κ() = , κ(x) >  for x >  and

∫
+

dx
κ(x)

= ∞.

Under the condition (A′), () has a unique solution for t ∈ [,T].
Consider the standard form of SDDE in R

d :

Xε(t) = X() + ε

∫ t


f
(
s,Xε(s),Xε(s – τ )

)
ds +

√
ε

∫ t


g
(
s,Xε(s),Xε(s – τ )

)
dB(s), ()

where X() and the coefficients have the same conditions as in (), and ε ∈ (, ε] is a
positive small parameter with ε a fixed number. Obviously, () also has a unique solution
Xε(t), t ∈ [,T] for every fixed ε ∈ (, ε].

http://www.advancesindifferenceequations.com/content/2013/1/38
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Define f̄ (x, y) : Rd × R
d → R

d , ḡ(x, y) : Rd × R
d → R

d×m to be measurable functions,
satisfying the condition (A′). Moreover, we assume that the following inequalities are
satisfied:
For x, y ∈R

d and T ∈ [,T],
(A′)


T

∫ T



∣∣f (s,x, y) – f̄ (x, y)
∣∣ds ≤ ψ(T)

(
 + |x| + |y|), ()

(A′)


T

∫ T



∣∣g(s,x, y) – ḡ(x, y)
∣∣ ds ≤ ψ(T)

(
 + |x| + |y|), ()

where ψi(T), i = , are positive bounded functions with limT→∞ ψi(T) = .
The averaged form of () is

Zε(t) = X() + ε

∫ t


f̄
(
Zε(s),Zε(s – τ )

)
ds +

√
ε

∫ t


ḡ
(
Zε(s),Zε(s – τ )

)
dB(s). ()

Obviously, () also has a unique solution Zε(t) under similar conditions as () for the
solution Xε(t). In the rest of the paper, we will consider the connections between the pro-
cesses Xε(t) and Zε(t).

Theorem . Suppose that the conditions (A′)-(A′) are satisfied. For a given arbitrarily
small number δ >  and a constant L > , α ∈ (, ), there exists a number ε ∈ (, ε] such
that for all ε ∈ (, ε], we have

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣) ≤ δ.

Proof Considering the difference Xε(t) – Zε(t), we have

Xε(t) – Zε(t) = ε

∫ t



[
f
(
s,Xε(s),Xε(s – τ )

)
– f̄

(
Zε(s),Zε(s – τ )

)]
ds

+
√

ε

∫ t



[
g
(
s,Xε(s),Xε(s – τ )

)
– ḡ

(
Zε(s),Zε(s – τ )

)]
dB(s).

For u ∈ [,T], it is easy to obtain by elementary inequalities that

sup
≤t≤u

∣∣Xε(t) – Zε(t)
∣∣

≤ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s),Xε(s – τ )

)
– f̄

(
Zε(s),Zε(s – τ )

)]
ds

∣∣∣∣


+ ε sup
≤t≤u

∣∣∣∣
∫ t



[
g
(
s,Xε(s),Xε(s – τ )

)
– ḡ

(
Zε(s),Zε(s – τ )

)]
dB(s)

∣∣∣∣


:= K
 +K

 .

http://www.advancesindifferenceequations.com/content/2013/1/38
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By elementary computation, we get

K
 ≤ ε sup

≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Xε(s),Xε(s – τ )

)
– f

(
s,Zε(s),Zε(s – τ )

)]
ds

∣∣∣∣


+ ε sup
≤t≤u

∣∣∣∣
∫ t



[
f
(
s,Zε(s),Zε(s – τ )

)
– f̄

(
Zε(s),Zε(s – τ )

)]
ds

∣∣∣∣


:= K
 +K

.

By the Cauchy-Schwarz inequality and the condition (A′), taking expectation on K


yields

E|K| ≤ εE

(
sup

≤t≤u
t
∫ t



∣∣f (s,Xε(s),Xε(s – τ )
)
– f

(
s,Zε(s),Zε(s – τ )

)∣∣ ds
)

≤ εu
∫ u


E

[
κ
(∣∣Xε(s) – Zε(s)

∣∣)]ds + εuKE

∫ u



∣∣Xε(s – τ ) – Zε(s – τ )
∣∣ ds.

Compute

E

∫ u



∣∣Xε(s – τ ) – Zε(s – τ )
∣∣ ds ≤ E

∫ 

–τ

∣∣Xε(s) – Zε(s)
∣∣ ds +E

∫ u



∣∣Xε(s) – Zε(s)
∣∣ ds.

Substituting this into K
, we get

E|K| ≤ εu
∫ u


E

[
κ
(∣∣Xε(s) – Zε(s)

∣∣)]ds + εuKE

∫ u



∣∣Xε(s) – Zε(s)
∣∣ ds

+ εuKE

∫ 

–τ

∣∣Xε(s) – Zε(s)
∣∣ ds.

Taking expectation on |K|, using the condition (A′) and inequality |x + x + x| ≤
(|x| + |x| + |x|), we thus obtain

E|K| ≤ εE

(
sup

≤t≤u
t

∣∣∣∣t
∫ t



[
f
(
s,Zε(s),Zε(s – τ )

)
– f̄

(
Zε(s),Zε(s – τ )

)]
ds

∣∣∣∣
)

≤ εE
(
sup

≤t≤u

[
tψ(t) sup

≤s≤t

(
 +

∣∣Zε(s)
∣∣ + ∣∣Zε(s – τ )

∣∣)])

≤ εuψ(u)
[
 +E

(
sup

–τ≤t≤

∣∣Zε(t)
∣∣) + E

(
sup
≤t≤u

∣∣Zε(t)
∣∣)]

.

Taking expectation on K
 and using the Burkholder-Davis-Gundy inequality, we get

E|K| ≤ εE
(∫ u



∣∣g(s,Xε(s),Xε(s – τ )
)
– ḡ

(
Zε(s),Zε(s – τ )

)∣∣ ds
)

≤ εE

(∫ u



∣∣g(s,Xε(s),Xε(s – τ )
)
– g

(
s,Zε(s),Zε(s – τ )

)∣∣ ds
)

+ εE

(∫ u



∣∣g(s,Zε(s),Zε(s – τ )
)
– ḡ

(
Zε(s),Zε(s – τ )

)∣∣ ds
)

:= E|K| +E|K|.
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With the condition (A′),

E|K| ≤ εE

∫ u



[
κ
(∣∣Xε(s) – Zε(s)

∣∣) +K
∣∣Xε(s – τ ) – Zε(s – τ )

∣∣]ds

≤ ε

∫ u


E

[
κ
(∣∣Xε(s) – Zε(s)

∣∣)]ds + εK
∫ u


E

∣∣Xε(s) – Zε(s)
∣∣ ds

+ εK
∫ 

–τ

E
∣∣Xε(s) – Zε(s)

∣∣ ds.

Applying the condition (A′) to E|K|, we get

E|K| ≤ εE
(
sup

≤t≤u

[
tψ(t)

(
 +

∣∣Zε(s)
∣∣ + ∣∣Zε(s – τ )

∣∣)])

≤ εuψ(u)
[
 +E

(
sup

–τ≤t≤

∣∣Zε(t)
∣∣) + E

(
sup
≤t≤u

∣∣Zε(t)
∣∣)]

.

Putting |K| and |K| together, we see that

E

(
sup

≤t≤u

∣∣Xε(t) – Zε(t)
∣∣)

≤ ε(εu + )
∫ u


E

[
κ
(∣∣Xε(s) – Zε(s)

∣∣)]ds + εK(εu + )
∫ u


E

∣∣Xε(s) – Zε(s)
∣∣ ds

+ εK(εu + )
∫ 

–τ

E
∣∣Xε(s) – Zε(s)

∣∣ ds
+ εu

[
εuψ(u) + ψ(u)

][
 +E

(
sup

–τ≤t≤

∣∣Zε(t)
∣∣) + E

(
sup

≤t≤u

∣∣Zε(t)
∣∣)]

.

By the fact that E‖ξ‖ < ∞, for each t ≥ , E|X(t)| < ∞. This combines with the fact
that limT→∞ ψi(T) = , i = ,, we can estimate that there exists a constant C such that

E

(
sup

≤t≤u

∣∣Xε(t) – Zε(t)
∣∣)

≤ C + ε(εu + )
∫ u


E

[
κ
(∣∣Xε(s) – Zε(s)

∣∣)]ds
+ εK(εu + )

∫ u


E

∣∣Xε(s) – Zε(s)
∣∣ ds.

By (), we can further derive

E

(
sup

≤t≤u

∣∣Xε(t) – Zε(t)
∣∣)

≤ C + ε(εu + )au + ε(εu + )(b +K)
∫ u


E

(
sup

≤s≤s

∣∣Xε(s) – Zε(s)
∣∣)ds.

The Gronwall inequality then yields

E

(
sup

≤t≤u

∣∣Xε(t) – Zε(t)
∣∣) ≤ [

C + aεu(εu + )
]
exp

{
εu(εu + )(b +K)

}

≤ [
C + a(εu + )

]
εu exp

{
εu(εu + )(b +K)

}
,

where C is a constant.

http://www.advancesindifferenceequations.com/content/2013/1/38


Tan and Lei Advances in Difference Equations 2013, 2013:38 Page 11 of 12
http://www.advancesindifferenceequations.com/content/2013/1/38

Choose α ∈ (, ) and L >  such that for every t ∈ [,Lε–α] ⊆ [,T],

E

(
sup

≤t≤Lε–α

∣∣Xε(t) – Zε(t)
∣∣) ≤ CLε–α ,

where C = [C + a(Lε–α + )] exp{Lε–α(Lε–α + )(b +K)} is a constant.
That is, given any number δ > , we can choose ε ∈ (, ε] such that for each ε ∈ (, ε]

and for every t ∈ [,Lε–α],

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣) ≤ δ.

This completes the proof. �

The next theorem gives convergence in probability between Xε(t) and Zε(t).

Theorem . Suppose that the conditions (A′)-(A′) are satisfied. For a given arbitrarily
small number δ >  and a constant L > , α ∈ (, ), there exists a number ε ∈ (, ε] such
that for all ε ∈ (, ε], we have

lim
ε→

P

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣ > δ

)
= .

Proof With the result of Theorem . and the Chebyshev-Markov inequality, for any given
number δ > , we have

P

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣ > δ

)
≤ 

δ
E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣) ≤ 

δ
CLε–α .

Taking limits on both sides of the inequality, we get the required result. �

The following example gives the averaging process of stochastic differential delay equa-
tions under non-Lipschitz conditions.

Example . Consider the following one-dimensional SDDE:

dXε(t) = ε sin t
(
aXε(t) + bXε(t – )

)
dt +

√
ε
(
cXε(t) + dXε(t – )

)
dB(t), t ≥ ,

with an initial condition Xε(t) = t + , t ∈ [–, ], where a, b, c, d are constants and B(t) is a
one-dimensionalWinner process. Obviously, f (t,x, y) =  sin t(ax+by), g(t,x, y) = cx+dy.
Let

f̄
(
Xε(t),Xε(t – )

)
=


π

∫ π


f
(
t,Xε(t),Xε(t – )

)
dt = aXε(t) + bXε(t – ),

ḡ
(
Xε(t),Xε(t – )

)
=


π

∫ π


g
(
t,Xε(t),Xε(t – )

)
dt = cXε(t) + dXε(t – ).

Define the corresponding averaged SDDE as follows:

dZε(t) = ε
(
aZε(t) + bZε(t – )

)
dt +

√
ε
(
cZε(t) + dZε(t – )

)
dB(t), t ≥ .
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On t ∈ [, ], the linear SDDE becomes a linear SDE

dZ(t) =
(
aZ(t) + bt

)
dt +

(
cZ(t) + dt

)
dB(t).

The explicit solution of this SDE is

Z(t) = (t)
(
X() +

∫ t


(b – cd)–(s)sds +

∫ t


d–(s)sdB(s)

)
,

where

(t) = exp

((
a –



c

)
t + cB(t)

)
.

Repeating this procedure over the intervals [, ], [, ], etc. we can obtain the explicit
solution.
For κ(x) = kx, where k is a positive constant, it is easy to see that the conditions (A′)-

(A′) are satisfied, thus Theorems . and . hold. That is,

E

(
sup

t∈[,Lε–α ]

∣∣Xε(t) – Zε(t)
∣∣) ≤ δ,

and Xε(t)→ Zε(t), ε →  in probability.
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