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Abstract

In this paper, we study an integrable system of coupled KdV equations, derived by
Gear and Grimshaw (Stud. Appl. Math. 70(3):235-258, 1984), modeling the strong
interaction of two-dimensional, long, internal gravity waves propagating on
neighboring pycnoclines in a stratified fluid. In particular, we present the complete
group classification of the model and find conditions on arbitrary parameters for
which the system admits symmetries. Some exact solutions of physical relevance are
derived.

1 Introduction

In the last years, some types of coupled Korteweg-de Vries (KdV) equations have been
encountered in various natural science fields and they are relevant in physical systems such
as plasmas, fluids and for describing the lattice vibrations of a crystal at low temperatures.
In the literature, some kinds of coupled KdV equations have been introduced to describe
two resonantly interacting normal modes of internal-gravity waves in a shallow stratified
liquid [1].

Having in mind the rich treasure of nonlinear coupled KdV equations, in this paper
we turn our attention to a system introduced by Gear and Grimshaw in [1] to model in-
teractions of solitary waves in a stratified fluid. The model under consideration has the
structure of a pair of Korteweg-de Vries equations coupled through both dispersive and

nonlinear terms:

Up + Uy + 2Ully + 210V + €(UyV + UVy) + €3Veny = 0,
1)

CLVi + Vagx + 2VV5 + CoVy + C3 [el(uxv + Uvy) + 2equthy + eguxxx] =0,

where u(t,x) and v(¢, x) are the dependent variables and subscripts denote partial deriva-
tive with respect to the independent variables ¢ and x; moreover, e; (i = 1,2,3) and ¢;
(j =1,2,3) represent arbitrary constants.

Some mathematical questions related to the Cauchy problem (CP) of (1) were studied by
Bona et al. [2] who showed that the (CP) is globally well posed in suitably strong function
spaces. Moreover, Bona and Saut also stated that system (1) is susceptible of experienc-
ing the dispersive blow-up phenomenon. Following the guide of the approximate method
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proposed in [3] (see references therein for a review), an approximate analysis of model (1)
is performed in [4].

Motivated by a great number of physical applications, we focus our attention on Lie
symmetries admitted by system (1) in order to find conditions on real parameters for which
the system does admit symmetries. This is done because the group classification problem
is interesting not only from a purely mathematical point of view, but is also important
in the applications [5-7]. Originally developed by Lie at the beginning of the nineteenth
century, the symmetry analysis plays a key role in almost all scientific fields.

This paper is arranged as follows. In Section 2, we briefly explain the basic definitions
and notations required to perform the Lie group analysis, and we provide the vector fields
of the symmetries admitted by coupled KdV equations (1). In Section 3, we use some sym-
metries to reduce (1) and find some exact solutions, whose snapshots are provided in order

to show their properties.

2 Symmetry group of coupled KdV equations
In order to discuss the group classification of system (1), we apply the classical Lie theory.
Symmetry analysis is very successfully used in several branches of sciences and plays an
important role in the theory of differential equations since it allows for the development
of systematic procedures to integrate by quadrature - or at least lower the order - of ODEs;
in the case of PDEs, Lie symmetries may lead to the determination of invariant solutions
of a variety of initial and boundary value problems in different fields such as transport,
reaction and diffusion, dissipative phenomena [8—14], of unsteady solutions starting from
known steady solutions when the equations are invariant with respect to the so-called pro-
jective group (for instance, two-dimensional Euler equations) [15], or to the construction
of relations between different differential equations that turn out to be equivalent [16—20];
moreover, by using symmetries of classes of differential equations (equivalence transfor-
mations [21, 22]) it is possible to map a system of balance laws to an equivalent system of
conservation laws [23, 24].

Then, we look for the one-parameter Lie group of infinitesimal transformations in

(¢,%,u,v)-space given by

t=t+eE'(txu,v)+O(e?),

R=x+eE2(t,x,u, V)+O(82), 2
2

0=u+en(t,xu,v) +O(82),

V=v+en (t,x,u,v) + 0(82),

where ¢ is the group parameter and the associated Lie algebra L is the set of vector fields
of the form
d d d d
X=8'"—+&—+n'—+n*—. 3
PR PR PRSI @)
We then require the invariance conditions (see [6, 7]), considering the third prolongation
of the operator X, under the constraints that the equations at hand be satisfied. The deter-

mining system leads to the following results: for arbitrary values of constants, e; (i = 1,2, 3)
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and ¢; (j = 1,2, 3), we have that the principal Lie algebra Lp of system (1) is two-dimensional
and is spanned by the operators

]
Xi=—,  Xo=—. @)

On the contrary, the complete symmetry classification of model (1) gives the following
extensions of the principal Lie algebra.

Case 1.

If one of the parameters c3, e; or e; is zero, we are able to write in a unified form the
corresponding operator

d 0 b a
X3 = 3kt& + [kx - 2cz(e§ - 4el)t] Py 2(ku — 2€1C2)£ —2(kv + 6202)5’ (5)

with the position k = 2(e; — c3e) — c1(€3 — 4ey).
A special case arises when both k and ¢, are equal to zero; in such a situation, we have
operators

Case 2.

2
_ _ _ ey—ex—2-4e
When ¢; =1and e; = 0, we get cs = “eaete)

(e2 # —2e1, €1 #0) along with the following
constraint on parameters:

eg -2+ el)eg +dejey + (deg +1)e; = 0. (7)
We get the operator
- 0 2kocat d
X3 =3eyt— + +ex | —
ot A 0x
6231/(1 38162/(2 362](3 0
+2 + V—ey +1 ) u|—
A A A ou
ky 3k 3e1k 0
+2ey Qf 2%, (285 v|—, (8)
A A A av

with A and k; = k;(e1, e2) (i =1,...,5) given by

ko = (21 + €3)(24€; — 18ey€5 + 10eye; + 8ey + 3e; — 4e; — 5e3),

ki = (261 + e)(12e; — 3€3 + 55 + 4),

ky = (2e1 + ez)(eg —ey—4de; — 2),

ks=(L-e)(e; —er —4er - 2), 9)
ky = (2e; + 62)(3€% —4dey —12e; — 5),

ks = (e% —2ey —4de; — 1)(6% —ey—4de; — 2),

A=3(e; —er)(eg — 1)(e§ — e, —4e; —2),


http://www.advancesindifferenceequations.com/content/2013/1/355

Ruggieri and Speciale Advances in Difference Equations 2013, 2013:355
http://www.advancesindifferenceequations.com/content/2013/1/355

where A #0; on the contrary, if A = 0, we fall in other cases of the classification (if e; = ey,
we fall in Case 4, if e; = 1 or €3 — e, — 4e; — 2 = 0, we recover Case 3).

Case 3.

A singularity arises when e; = —2¢;, that leads us to considering the special values e; =1,
e = —%, c3=2(5+% 3\/§); then the related operator reads

_ I T B]
X3 = 3kt§ + [kx —24¢y(5¢3 + 4)t]£

_ ]

—2(2¢2(8 +7¢3) + (k- 6¢3(c3 — 4))u — 18c3v) o

u

+2(=16¢5(1 + 2¢3) +12(c3 + 2)czu — (kv — 3cs(cs — 4))v) ai (10)
14

where k = —7¢% — 4¢3 - 16.
Case 4.

Finally, another singularity arises if e; = 0 and e; = 0, whereupon we obtain

X3=3t— +x— —2u— —(cy +2v) —, (11)
ox u 0
and
K=ol 42 9 (12)
=2U— 4+ — +0—.
* ox 0u Yov

3 Exact solutions

In this section, we construct some exact solutions which are invariant with respect to

some of the symmetries determined above. The main advantage of the procedure is that

it allows us to find solutions of the original system of partial differential equations (PDEs)

by solving a system of reduced equations which are ordinary differential equations.
Starting from the operator Xj + a, X, + a4)A(4, we obtain the following similarity variable

and similarity solution:

z:x—azt—mtz,

13)
u(x, t) = ast + U(z), v(x, t) = qraqgt + V(2).
The reduced functions U(z) and V(z) must satisfy the ODEs
esV"+U" +U QU -as)—as =0,
(14)
V" 4 czesU” + V'(2V + ¢y —ancy) + agct = 0.
A particular solution of (14) is
1 [ 2
U(z) = 3 (zzz +. a5 -4asz— 4a7),
(15)

1 2
V(Z) =- (ﬂz + a; — dauz — 40[7).
263
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Then the corresponding solution of (1) reads as

1
u(x,t) = ast + 3 [42 +/a} - 4au(x — art — ast®) - 4017],
(16)

1
v(x, t) = craqt — Yor [az + \/a% —4a, (x —ast — a4t2) - 4057],
€3

a7 being an arbitrary constant of integration and c3 = 1/€3, whereas ¢; and c; are linked by
the relations 1 — c?e3 = 0 and cye3 — ax(1 + c1e3) = 0.

A second solution can be obtained on the basis of the infinitesimal operator X3 coupled
along with the condition ¢, = 0; without loss of generality and in order to simplify the
calculations, we neglect space and time translations.

Then the similarity variable and similarity solution read as

x
zZ= )
t3
17
Uiz) V(z) l-e (e U(z) V(z) 17)
ux,t) = —— + > vix, t) = ——+ .
t3 t 2e1+ey \ eg t3 2
The reduced system of (1) assumes the form
- -1)(2 2
30y 3= VCARE) ] oy e v =0,
(2e1 + e7)?
) (18)
seu v gz Veraran) 1 5,0
(2e1 + ey)?
An exact solution of (18) is given by
e1(2e; + )
Uz) = z, V(z) =0, (19)
2(e1 —ex)(e2 —1)(er + €2 + e12)
where e; + e, + e1e5 # 0 for compatibility with constraint (7).
Then, in terms of the original variables, a closed form solution of (1) is
e1(2e; + ) X
40 = e enler 1 e
- - +ey+
e —eéy)éx €1+ ey +eéey (20)
e x
v(x, t) = 2 -

2(es —e1)(e1 + ey +e1ey)

Of course, we may include time and space translations directly in the solution simply
by means of the replacements ¢ — ¢t — fp and x — x — xy, where £, and x( are arbitrary
constants.

Two more similarity solutions for generalized coupled KdV equations (1) can be ob-
tained from operator (5). Neglecting once again space and time translations, we obtain

2
_i1_02(431_62)t%,
t3 k
2 u \4 @)
e z e z
u(x, t) = 27 (2), V(x,t):—£+ @

£3 ko437
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Then the reduced system assumes the following form:

3C3€3UW + SVW + 363 (262”’ + €1 V,)U + (36163u/ + 6‘/, — 2C1) V- cle/ =0,
(22)
BU" +3esV" +6e,VV' —U'(z—3e;V) + U(3e,V' + 6U' —2) = 0.

An exact solution of (22) is

U(z) = % V(z) = % (23)

a1, oo being constants of integration that have to satisfy the following constraints:

ay(6 + an) + c3a1(6es + exa; + ean) = 0,
(24)
aa(6es + e1arz) + a1 (6 + ex03) + 07 = 0.

Then the corresponding solution of (1) is

2C261 kz(Xl
+ ’
k [ca(el — 4er)t + kx]?

u(x,t) =

(25)
( t) Co€ + kz()lz
v(x, t) = ——— .
k [ca(ed — der)t + kx]?

In particular, when ¢z = 0, excluding the trivial solutions for (24), we are able to write
the solution (25) for a; = 3(-=1 + ey + \/(ez —1)2 + 4e3 — 4e;) and oy = —6.
In the special case k = ¢, = 0, if we consider the linear combination of operators X; and

X, (a3Xs + asXs) the similarity variables, the reduced system and a possible solution are
exactly (21), (24) and (25) respectively, where k and ¢, are considered as coefficients of the
linear combination of two operators (k = a3 and ¢, = a4).

Considering once again the infinitesimal operator (5), we have a second type of solutions
that can be expressed in terms of remarkable functions. Skipping the details of calcula-
tions, in terms of the original variables, the corresponding solution of (1) reads as

W 1) = 2c5e1 .\ |:9_tc ~ 02(4e;—e§)i|
§ [B(—é,zy)r(é)lq + (~1)3B(Z,29)T(3)Ks + (~1) S H[{1}, {2, %},ﬁu@]
3(1+ e3))3 '
e x  (de-e)
vint) = - [ T ]

y [B(—é,Zy)r(é)Kl + (~1)3B(2,29)T(3)K;s + (~1) S H[{1}, {2, %},yzm]
3(1 + 63)\.)% ’
(26)

2
co (dey—e5)
[x_ 2 2 ]3/2t

34/3(1+e3A)

where y = - , B[n,2y] is a Bessel function, H[nl,nz,yz] is a generalized Hy-
pergeometric function, while I'(-) represents an Euler gamma function, and K; (i =1,2,3)

constants of integration.
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Plot of u(t,x).given by solution (25) Plot of v(t,x) given by solution (25)
10 10

=10

Figure 1 The figures represent the bright and the dark solitary wave solutions (25), where bright is
used to describe solitary waves whose peak intensity is larger than background (reflecting
applications in optics) and the descriptor dark is used to describe solitary waves with lower intensity
than the background, withc; =-2,¢c; =-1,e1=3,e2=4and ez =1.

Plot of u(t,x)|.=so ,given by solution (26) Plot of u(tx), given by solution (26)
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Figure 2 2D and 3D view of solution (26) withe; =0,e3=-2,¢c;=1,A=2,K; =3,K; =K3 = 1.

1+63A2
l+ezd ’

the relation A%e; + Aey + 1 = 0 (for instance, if e; = 0, then e, = —% ; on the contrary, e; = 0

Moreover, c;, e3, A are arbitrary constants, ¢; = c3 = A3, e; and e, are linked by
implies e; = —%2).

Finally, another solution of (1) can be obtained by using a linear combination of the
operators Xi, X, and Xj, i.e., considering the operator X; + a; X, + asX3 along with the
condition k = 0.

Then the similarity variable and similarity solution are

z=x—at - az(4e; - €3)t%,

(27)
u(x, t) = 2ejast + U(z), v(x, t) = —esast + V(z),
respectively.
The reduced system of (1) assumes the form
UW + BVW + L[’(eZV +2U - ﬂz) + V’(261V + e2L[) + 261361 =0,
(28)

C3€3um + V7 + C3L[/(2e2L[ +é V) + V’(C3e1U +2V — ascy + C2) —dasciey = 0.
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Plot of u(t;x)].=10 «given by solution (29) Plot of u(txx), given by solution (29)
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Figure 3 2D and 3D view of solution (29) withe; =0,A =4, a; =-2,a3 =-1, a6 = 10 and K; = K, = 25.

Then, in terms of the original variables, a closed form solution of (1) reads as

—2a3z + agh? [a30-1) =)
u(x, t) = 2ejast + % +KieV 77 4+ Kae ‘/TZ,

24,
2 (29)
—2a3z + agA [ay01) 0D
vx, ) = —esast + K% rKeV T Kye V7,
a

with z = x—ayt —az(4e; — e%)tz, while A, e; and e, are linked by the relation A%e; + Aep +1 = 0,
o being an arbitrary constant of integration.

In this case, space and time translation must be included to obtain a relevant new simi-
larity variable.

3.1 Analysis of solutions
The solutions we have found, apart from their own theoretical value, can be used as a
benchmark test for numerical schemes and codes.

In particular, by the analysis of the solutions obtained which are invariant with respect to
the symmetries of Case 1, we can observe that, as shown in Figure 1, the behavior of solu-
tion (25) is governed by the Bessel function which is decreasing with increasing argument.
Taking into consideration solution (26), we can observe, from Figure 2, an oscillatory pro-
file of the obtained solution. Finally, for what concerns solution (29), we can observe that
it can be counted among the rational type solutions as in [25].

In order to show the trend of some of the obtained solutions, just as an example, snap-
shots of solutions (25), (26) and (29) are shown in Figures 1-3.
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