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Abstract

In this paper, we apply Picard operator theory to investigate a class of fractional
differential equations with iterations of linear modification of the argument. For that,
two useful work spaces C;(J,) and C; g (J,J) with three powerful norms || - [|g, |l - Il g
and || - ||c are used, respectively. Some existence and uniqueness results are
presented. Here, we introduce a new norm || - || g and give another direct way to deal
with the iterative term in the nonlinear term, which can be regarded as the main
novelty in this paper.
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1 Introduction

Integer order differential equations with iterations give a good approach to search for ap-
proximative solutions and have been discussed by many researchers [1-9] owning to their
wide applications in engineer control and computational mathematics.

Recently, fractional order differential equations have appeared naturally in the fields
such as viscoelasticity, electrical circuits, nonlinear oscillation of earthquake, etc. There
are some remarkable monographs that provide the main theoretical tools for the qual-
itative analysis of fractional order differential equations and, at the same time, show the
interconnection as well as the contrast between integer order differential models and frac-
tional order differential models, [10-17].

In [9], the author discussed a first-order differential equation with iterations of linear

modification of the argument

x'(t) = f(t,x(t), x(1t), x(Ax(At))), O<A<1l,te],:=[0,b],b>0,
x(0) = 0.

1)

The existence, existence and uniqueness, and data dependence for the solutions of equa-
tion (1) were analyzed by using Picard operators and weakly Picard operators methods.
The importance of iterations of linear modification of the argument will help us to find a
simple way and suitable parameter to find the solution.
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In [18], the authors extended to study fractional order case g € (0,1):

CDZ,tx(t) =f(t,x(t),x(x"(£)) + A, te€a,bl,veR\{0},q€(0,1),A€R,
x(t) = o(t), telayal, (2)
x@t)=v (@), telbbl],

where “DY , is the Caputo fractional derivative of order g with the lower limit 2 and a; <
a<b<b,a <ajand b < b, f € C([a,b] x [a1,51]%,R) and ¢ € C([ay,al, [a1,b1]) and
¥ € C([b, 1], [a1, b1)).

Here, we extend to another fractional order case g € (1,2):

DS x(t) = (&, (1), x(18), x(x (), 0<r<Lte]:=[0,1],
x(0) =0, x'(0) =0,

3)

where 1 < g <2 and f is a Carathéodory function satisfying some assumptions that will be
specified later. Clearly, equation (3) is a generalization of equations (1) and (2).

For the existence results of solutions for problem (3), we emphasize that the main diffi-
culty from the fractional order derivative ‘Dg’tx(-) and iterative term x(Ax()-)) in f. Com-
pared with the results and methods in [9, 18], one can find that: (i) we introduce a new
norm | - || and give another direct way to deal with the iterative term x(Ax(-)) in f,
which can be regarded as the main novelty in this paper; (ii) we derive new existence and
uniqueness results for a general class of fractional order differential equations.

2 Preliminaries
We recall the definitions of fractional integrals and derivatives. For more details, one can
refer to Kilbas et al. [12].

Definition 2.1 The fractional order integral of the function # € L}(J,R) of order g € R* is
defined by

1

Ig,th(t) = Tq)

/t(t — )T h(s) ds,
0

where I is the gamma function.

Definition 2.2 For a function / given on the interval J, the gth Riemann-Liouville frac-
tional order derivative of % is defined by

L(p1 _ 1 i e _ -1
(DO”h)(t)_r(n—q)(dt> /O(t §)" 1 h(s) ds,

here n = [g] + 1 and [¢q] denotes the integer part of g.

Definition 2.3 The Caputo derivative of order g for a function f : /] — R can be written
as

n-1
t
D¢ ,h(t) ="D§, (h(t) - Fh(k)(O)) , t>0,n—l<g<n.
k=0 "'
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Like in the proof of Lemma 3.1 in [19], one can see that a function x € C(J,]) given by

1 t
x(t) = —/ (t—s)h(s) ds
I'(q) Jo
is a unique solution of the following problem:

CDg’tx(t) =h(t), te],l<qg<?2,
x(0)=0,  %'(0)=0,

where h € C(J,]).

Next, we collect some notions and results from the weakly Picard operator theory (for
more details, see Rus [20, 21]).

Let (X, d) be a metric space, A : X — X be an operator, and F4 = {x € X : A(x) = x} be the
fixed point set of A.

Definition 2.4 (Rus [22, 23]) Let (X,d) be a metric space. An operator A : X — X is a
Picard operator if there exists x* € X such that F4 = {x*} and the sequence (A”(x0))neN

converges to x* for all xy € X.

Definition 2.5 (Jung et al. [24]) Suppose that E is a vector space over K. A function
l-llg (0<pB <1):E— [0,00) is called a B-norm if and only if it satisfies (i) ||x| s = 0 if and
only if x = 0; (ii) | Ax[|g = |A|?|lx]ls for all A € K and all x € E; (iii) ||lx + yllg < llxllg + [yl p-

Let C(J,]) be the space of all continuous functions from J into J. For some L > 0 and

0 < 6 <1, we consider the following spaces:

CL(,)):={x e CU.J): |x(tr) - x(t2)| < LIty — o] for all &y, 15 € ]},
Cro,]) = {x e Cr(J,]) : x(t) <Ot for all ¢ e]}.

Meanwhile, we introduce three powerful norms || - ||z, || - llg and || - |I¢ in the space of
C(J,R) which are defined by

lx|l B := m.':1x|9c(1,‘)|e_“f (r >0), lxllp == max\x(t)|ﬁ (0<B<1),
te] te]

%]l ¢ := max}x(t) |
te]

Let dp, dg and dc be their corresponding metrics, respectively.
Obviously, if d € {dc,dp,dg}, then the spaces (C.(J,]),d), (CZ(],]),d) and (Cre(/,/),d)
are complete metric spaces.

3 Firstresultsin (C U, J), |l - ll8)
We will use ||¢||17() to denote the L?(J,R,) norm of ¢ whenever ¢ € L?(J,R,) for some p
1
with 1< p<oo.Letq; € (0,1),i=1,2, and n(-) € L2 (J,R,). For brevity, let N := ||5]| Lo
L4922

L 0
y = % € (-1,0).

We introduce the following assumptions:
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(C1) f:J* — Ris a Carathéodory function.
(C2) f e C(*R) and there exist L, L,, L,, > 0 such that

[f (&, w1, vi, w1) = f (&, 12, v, wa) | < Lulty — ta] + Ly|vy = va| + Lyylwy — ws

forall t,u;,vi,w; €J,i=1,2.
(C3) There are my, My, 0 <6 <1 such that

0<mp<My<6T(qg+1)
and

mf Sf(t;u;V,W)SMf for allte]

max{ |y |,| My |}

(C4) There exists a constant L > 0 such that L > )

(C5) Forsomet >0and 0<gqy, A <1,

Lo b (lma\TN LerLulh o Le (@)
YT T\q-aq ¢ AD (A20)n J\ t )

Theorem 3.1 Assume that (C1)-(C5) are satisfied. Then problem (3) has a unique solution
in (CL,Q(]’])i ” : ”B)

Proof Consider the operator

A (CLoU )1~ 18) = (CULR), I - 1)

defined by
1 t
Ax)(t) = m / (t —s)q‘lf(s,x(s),x()\s),x()nx()\s))) ds, te]. (4)
q) Jo
It is clear that (Crg(/,/), || - |l) is a nonempty bounded closed convex subset of the

Banach space (C(/,R), || - ||5)-

We firstly prove that C; ¢(J,]) is an invariant subset for A. In fact, we obtain 0 < Ax(f) <1
and Ax(t) < 6t for all t € J clearly due to (C2) and (C3).

Moreover, consider 0 < s; < s, < 1. Then

[ Ax)(s2) = A@)(s1)|

< %q) /051 (52 = )77 = (51— )77 |[f (5, %(5), (%), % (Ax(15)) ) | ds

S

+ %q) . (52 - 97 (5,260,509, 2(2x0.9)) | ds

< maX{|r”""(fq|; | My} (/Sl [(S2 —8)T (s - s)q‘l] ds + /32 (52 —5)7"! dS)
0 51

_ max{{my], [My])
I'(q)

|s2 —s1].
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Moreover, for 0 = s; < s, <1, we have

|A(x)(52) —A(x)(s1)| < )%q) 2(52 —s)q‘lf(S,x(s),x(ks),x(kx()»s))) ds
max{|my|, | M|}
e

Thus, we have C;4(J,]) is an invariant subset for the operator A.

From condition (C5) it follows that A is a Picard mapping. Indeed, for all ¢ € J, we get

|[A1)(8) — Alx2)(8)]

=<

=

=

=<

=

=

=<

%q) /ot(t — 8T [Ly|#1(s) = %2(5)| + Ly |1 (As) — 22 (1)
+ Lw|x1 (Mq()»s)) — Xy (sz(ks)) |] ds

%q) /Ot(t — )1 [Lu |x1(5) - xz(s)| + Lv{xl(ks) _ xz(ks)|
+L, |x1 (Ax1(1s)) — 21 (a2 (15)) |

+ Ly |1 (A2 (A8)) — 22 (A2 (1)) |] ds

%q) /Ot(t — )1 [Lu |9C1(S) - xz(s)| + Lv{xl(ks) _ xz()»s)|

+ Ly L|Axy (hs) — Ao (As) |

+ Ly (M (1)) — 22 (s (05)) |] s
%q) /Ot(t - S)q—l [Lu|x1(s) _x2(5)|6_”e”

+L, |x1(ks) — %5(As) !e_”se“\s + L, LA ’xl(ks) —x5(As) |e_“\se”s

+L, |x1 (sz (As)) — % (Axg(ks)) |e‘”x2(“)e”\x2(“)] ds

1 t ¢
— |:L,, / (t-s)1'e™ds+ L, / (¢ —s) 1 e™ ds
I'(q) 0 0

t t
+ L, Lx / (t—95)" e ds+ L, / (t — 5)TLeT 520 ds] l%1 — %2 ||
0 0

1

t t
= |:Lu / (t—95)Te™ds+L, / (t—s5)T 1 e™ ds
I'(q) 0 0

t
+LWLA/ (t—s) T e™ ds
0
¢ 2
+Lw/ (t-s)'e™” est]Hxl — %23
0
L[L (l_ql)l—m(@)fhen L (l_ql)l_ql(ﬂ)qletm
) “\g-a T \g-a TA
1- -q il
+LWLA< ql) <ﬂ> et
qa—-q TA

1-
e (28) () ey
"\g-q TA20
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_ 1-q1 q1 t7(h-1)
S 1 <1 q1) (ﬂ) etr|:Lu+Lve
Ng) \g-aq: T An

N LWLAett(A—l) N Lwetr(kze—l)
A1 ()L29)q1

1 [(1-¢\'™® L, +L,Lx L @
< —< ql) <Lu by 2W )<@> e ||x1 — %2 |8
Mg \g-a AQ (r20)n )\ t

which yields that

]||x1 -x2lB

[AQ)(2) - Ax) (1) [ e

1 [1-g\'™® L,+L,Lx L n
5—( ‘h) (Lu+ IR )<@> [
INCIAN px (A20)n T

Thus

|AGe) — Alxo)|| 5

1 [1-q\"® L,+L,LA L, a\ "
<= L+ + — ) %1 =215
INCIAN AL (A20)n T

where we use the inequality

<(

q9-q T

< (2) () ey

T \g-q T

_ (1—‘11)1_q1(_1)qlen
q-q T

So we get
|AG) = A(x2)|| y < Lallxr — %25
where

oL (14 - Lo Lerluld Ly a\"
““T@\g-aq1 “ A a20)a J\t )

Thus, A is of Lipschitz type with a constant L € (0,1) due to (C5). By applying the
contraction principle, we obtain that A is a Picard operator. This completes the proof. [J

4 Secondresultsin (C,(J,J), |l - llc)
We give the following necessary assumptions.

(C1') There are my, My such that

0<mp<My<T(q+1)

Page 6 of 10
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and
my < f(t,u,w) <My forallte].

(C2') Thereis 0 <A <1suchthatl/ := L“L{f(;% <1

Theorem 4.1 Assume that (C1), (C2), (C4), (C1) and (C2') are satisfied. Then problem
(3) has a unique solution in (C.(J,]), | - llc)-

Proof Consider the operator

A (CLUI - lle) = (COLR), - llc)

defined by (4).
Itis clear that (C.(J,)), || - [ ) is a nonempty bounded closed convex subset of the Banach
space (CU,R), || - llc)-
Step 1. According to (C1), (C2), (C4), (C1'), C.(J,]) is clearly an invariant subset for A.
Step 2. We prove that A is of Lipschitz type with a constant

L,+L,+L,+L,L\

L, =
A I'g+1)

Indeed, for all £ € J, taking into account (C1), we get

[A(x1)(2) — Alx2) (2)|
< F(q)/ (t-s)1" 1[L |x1(s) xg(s)| +L, |x1(As xz(As)|
+ Lw|x1 (Axl(As)) — X (sz (ks)) |] ds
< F(q)/ (t = )T [Lu|#1(s) = x2(8)| + Ly |1 (As) — %2 (1) |
+ Lw|x1 (Axl(ks)) —x1 (Axg(ks))| + Lw|x1 (sz(ks)) — % (AxZ(ks)) |] ds
< %q) fo (= [Lullas — e + Lol - xallc
+ LWL|Ax1(As) - sz(ks)| + Ly|lx —lelc] ds
< r%) /0 (¢ = Ll — ol + Ll - w21l

+ LyLA|l%1 = %2l + Ly llx1 = %2l ds

- L,+L,+L,+L,LA
I'g+1)

ll1 — %2l
=L [l —x2llc.
So we get

|A@) - A@x) || o < Lyl — 22l

Page 7 of 10
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Thus, A is of Lipschitz type with a constant L/, € (0,1) due to (C2'). By applying the con-

traction principle, we obtain that A is a Picard operator. This completes the proof. d

5 Third results in (C,(J,J), || - llg)

We impose the following condition:

Pl npeal <1

(C1”) Thereis 0 <A <1such that L) : TP (g+1)

Theorem 5.1 Assume that (C1), (C2), (C4), (CY'), (C1") are satisfied. Then problem (3)
has a unique solution in (Cr(J,]), || - | g).

Proof Consider A : (CL(,)), || - llg) = (C(J,R), || - lIg) given by (4).
Itis clear that (C.(J,/), | - l| g) is a nonempty bounded closed convex subset of the Banach

space (CU,R), | - I15)-

Similar to the proof of Step 1 in Theorem 3.1, one can easily verify that C.(J,]) is an
invariant subset for A due to (C1), (C2), (C4), (C1').

Next, we have to prove that A is a Lipschitz-type operator.

For all x,z € C;.(J,]), by using our conditions, we have

lA@)@) - A)(8)|”
fo (6= 9T [Lulma(5) = x(5)| + Lo |1 (k) = %05

1 B
< | ——
_<F(q)>
B

+ LW|x1 (Axl(ks)) — X (sz (As)) |] ds

1\
< | ——
_(F(q)>

+ Ly |a1 (A1 (As)) = 21 (A2 (A5))| + Ly |01 (A2 (M) — %2 (Axa(A5)) |] s

1 B
< ——
_<F(q)>

+ L, LA |x1(ks) — x5 (As) | + Lw|x1 (sz ()Ls)) — X (sz()»s)) |] ds

1\
< ——
_<F(q)>

1 1
+ LyLAll%y — %ol j + Lyllxr — 2| | ds

fo (6= T [Lulma(5) = x(5)| + Lo |1 (k) = %05

B

fo (6= T [Lulmi(5) = x(5)| + Lo |1 (k) = %05

B

t 1 1
f (6= Ll — 5l + Loy 3]
0

B

1
<——[LPlxy—x2llp + LP ||y —
- Flg(q+1)[ u” 1 2||ﬂ v” 1 2||ﬂ

+ (LyLA)P |l = 22\l g + LE 141 — %21 6]

Pl v @, 0+ I8
A(g+1)

llc1 — %2165

where we use the inequality (a + b)" < a” + b" for any n < 1 and nonnegative a, b.
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So we get

|AGer) — Ax) Hﬁ < Lyllx = %2 -

Thus, A is of Lipschitz type with a constant L} € (0,1) due to (C1”). By applying the con-
traction principle, we obtain that A is a Picard operator. This completes the proof. d

6 Example
Let us consider the following problem:

“Diyx(t) = 0.52(0.5%(0.50)), ¢ € [0,1],
%(0) =0, %'(0) = 0.

(5)

We have the following two propositions.
Proposition 6.1 Problem (5) has a unique solution in (Cys6419([0,1],[0,1]), || - lc)-

Proof By Theorem 4.1, we choose A = %, q-= %, L =0.56419, my = 0 and My = % Clearly,
one can verify that conditions (Cl1), (C2), (C4), (Cl) and (C2’) from Theorem 4.1 hold.
O

Proposition 6.2 Problem (5) has a unique solution in (Co56419([0,1],[0,1]), || - |l %).

Proof By Theorem 5.1, we choose 8 = %, A= %, q-= %, L =0.56419, my = 0 and My = %
Clearly, one can verify that conditions (Cl1), (C2), (C4), (C1’) and (C1”) from Theorem 5.1
hold. O
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