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Abstract
In this paper, we use variational methods to investigate the solutions of impulsive
differential equations on the half-line. The conditions for the existence and
multiplicity of solutions are established. The main results are also demonstrated with
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1 Introduction
Impulsive differential equations arising from the real world describe the dynamics of pro-
cesses in which sudden, discontinuous jumps occur. Such processes are naturally seen in
biology, medicine, mechanics, engineering, chaos theory and so on. Due to their signifi-
cance, a great deal of work has been done in the theory of impulsive differential equations
[–].
In this paper, we consider the following second-order impulsive differential equations

on the half-line:

⎧⎪⎪⎨
⎪⎪⎩
–u′′(t) + u(t) = μf (t,u(t)), t �= tj, a.e. t ∈ [, +∞),

–�u′(tj) = Ij(u(tj)), j = , , . . . ,n,

u′() = , u′(+∞) = ,

(.)

where  = t < t < t < · · · < tn < ∞, �u′(tj) = u′(t+j ) – u′(t–j ) for u′(t±j ) = limt→t±j
u′(t), j =

, , . . . ,n, u′(+∞) = limt→+∞ u′(t).
In recent years, boundary value problems (BVPs) for impulsive differential equations

in an infinite interval have been studied extensively and many results for the existence
of solutions, positive solutions, multiple solutions have been obtained [–]. The main
methods used for the infinite interval problems are upper and lower solutions techniques,
fixed point theorems and the coincidence degree theory of Mawhin in a special Banach
space. On the other hand, many researchers used variational methods to study the exis-
tence of solutions for impulsive boundary value problems on the finite intervals [–].
However, to the best of our knowledge, the study of solutions (in particular the multi-

plicity of solutions) for impulsive boundary value problems on the half-line using a varia-
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tional method has received considerably less attention. In [], Chen and Sun studied the
following equations:

⎧⎪⎪⎨
⎪⎪⎩
–u′′(t) + u(t) = λf (t,u(t)), t �= tj, a.e. t ∈ [, +∞),

–�u′(tj) = Ij(u(tj)), j = , , . . . , l,

u′(+) = g(u()), u′(+∞) = ,

(.)

where λ is a positive parameter. By using a variational method and a three critical points
theorem, the authors proved the existence and multiplicity of solutions for IBVP (.).
Motivated by the above work, in this paper we use critical point theory and variational

methods to investigate the existence and multiple of solutions of IBVP (.), in particular,
its multiple solutions generated from the impulsive. Here, a solution for problem (.) is
said to be generated from the impulsive if this solution emerges when the impulsive is not
zero, but disappears when the impulsive is zero. For example, if problem (.) possesses
at most one solution when the impulsive is zero, but it possesses three solutions when
the impulsive is not zero, then problem (.) has at least two solutions generated from the
impulsive. Our method is different from problem (.) and the main results extend the
study made in [].

2 Preliminaries and statements
Firstly, we introduce some notations and some necessary definitions.
Suppose that

V =
{
u : [, +∞) → R is absolutely continuous,u′ ∈ L[, +∞)

}
.

Denote the Sobolev space X by

X =
{
u ∈ V :

∫ +∞



(∣∣u′(t)
∣∣ + ∣∣u(t)∣∣)dt < ∞

}
.

In the Sobolev space X, consider the inner product

(u, v) =
∫ +∞



(
u′(t)v′(t) + u(t)v(t)

)
dt,

inducing the norm

‖u‖ =
(∫ +∞



(∣∣u′(t)
∣∣ + ∣∣u(t)∣∣)dt) 


.

Obviously, X is a reflexive Banach space.
LetY = {u ∈ C[, +∞) : supt∈[,+∞) |u(t)| < +∞}, with the norm ‖u‖∞ =maxt∈[,+∞) |u(t)|.

Then Y is a Banach space. In addition, X is continuously embedded in Y , then there exists
a constantM >  such that

‖u‖∞ ≤M‖u‖ for all u ∈ X. (.)
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Suppose that u ∈ C[, +∞). Moreover, assume that for every j = , , . . . ,n – , uj =
u|(tj ,tj+) belongs to C(tj, tj+) and un = u|(tn ,+∞) belongs to C(tn, +∞). We say that u is
a classical solution of BVP (.) if it satisfies the following conditions: u satisfies the first
equation of (.) a.e. on [,+∞); the limits u′(t+j ), u′(t–j ), j = , , . . . ,n, exist and the im-
pulsive condition of Eq. (.) holds; u′(), u′(+∞) exists, and the boundary conditions in
Eq. (.) hold.
In order to study problem (.), we assume that the following conditions are satisfied:
(H) There exist a(t) ∈ L[, +∞), b(t) ∈ L[, +∞), c≥ ,  < r < , such that

∣∣F(t,u)∣∣ ≤ b(t)
(|u|r +c), ∣∣f (t,u)∣∣ ≤ a(t)|u|r– for a.e. t ∈ [, +∞) and all u ∈ R,

where F(t,u) =
∫ u
 f (t, s)ds.

For each u ∈ X, consider the functional ϕ defined on X by

ϕ(u) =



∫ +∞



(∣∣u′(t)
∣∣ + ∣∣u(t)∣∣)dt + n∑

j=

∫ u(tj)


Ij(s)ds –μ

∫ +∞


F
(
t,u(t)

)
dt

=


‖u‖ +

n∑
j=

∫ u(tj)


Ij(s)ds –μ

∫ +∞


F
(
t,u(t)

)
dt. (.)

In view of (H), it follows that |F(t,u)| ≤ b(t)(|u|r + c), then ∀u, v ∈ X ⊂ L[, +∞),
b(t) ∈ L[, +∞), we can conclude that ϕ is well defined, and it is easily verified that ϕ

is a Gâteaux derivative functional whose Gâteaux derivative at the point u ∈ X is the func-
tional ϕ′(u) ∈ X∗, given by

(
ϕ′(u), v

)
=

∫ +∞



(
u′(t)v′(t) + u(t)v(t)

)
dt +

n∑
j=

Ij
(
u(tj)

)
v(tj)

–μ

∫ +∞


f
(
t,u(t)

)
v(t)dt (.)

for any v ∈ X.
In fact, by (H), for any u, v ∈ X and t ∈ [, +∞), it holds that

∣∣f (t,u)v∣∣ ≤ a(t)|u|r–|v| ≤ ‖u‖r– a
(t) + |v|


.

Since a(t) ∈ L[, +∞) and v(t) ∈ L[, +∞), by applying (.) and Leibniz formula of dif-
ferentiation, we obtain (ϕ′(u), v) < +∞ for any v ∈ X. That is, ϕ′ : X → X∗ is well defined
on X.

Lemma . If u ∈ X is a critical point of ϕ, then u is a classical solution of IBVP (.).

Proof Let u ∈ X be a critical point of the function ϕ, we have

∫ +∞



(
u′(t)v′(t) + u(t)v(t)

)
dt +

n∑
j=

Ij
(
u(tj)

)
v(tj) –μ

∫ +∞


f
(
t,u(t)

)
v(t)dt =  (.)

for any v ∈ X.
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For any j ∈ {, , . . . ,n} and v ∈ X with v(t) = , for every t ∈ [, tj]∪ [tj+, +∞). Then (.)
implies

∫ tj+

tj

(
u′v′ + uv

)
dt = μ

∫ tj+

tj
f
(
t,u(t)

)
v(t)dt.

This means, for any w ∈H
(tj, tj + ),

∫ tj+

tj

(
u′
jw

′ + ujw
)
dt = μ

∫ tj+

tj
f
(
t,uj(t)

)
w(t)dt,

where uj = u|(tj ,tj+). Thus uj is a weak solution of the following equation:

u′′(t) + u(t) = μf
(
t,u(t)

)
, (.)

and uj ∈H
(tj, tj+) ⊂ C[tj, tj+].

Let q(t) := –u(t) +μf (t,u(t)), then (.) becomes of the following form:

–u′′(t) = q(t) on (tj, tj+). (.)

Then the solution of (.) can be written as

u(t) = c + ct –
∫ t

tj

∫ s

tj
q(w)dwds, t ∈ (tj, tj+),

where c and c are two constants. Then u′
j ∈ C(tj, tj+) and u′′

j ∈ C(tj, tj+). Therefore,
uj ∈ C(tj, tj+). By the previous equation, we can easily get that the limits u′(t+j ), u′(t–j ),
j = , , . . . ,n – , u′(+) and u′(t–n ) exist. On the other hand, choose any v ∈ X such that
v(t)≡  for t ∈ [, tp]. Then (.) implies

∫ +∞

tn

(
u′v′ + uv

)
dt = μ

∫ +∞

tn
f
(
t,u(t)

)
v(t)dt.

By a similar argument, we can get that un = u|(tn ,+∞) ∈ C(tn, +∞) and u′(t+n ), u′(+∞) exist.
Therefore, u satisfies the equation in IBVP (.) a.e. on [,+∞).
By integrating (.), one has

∫ +∞


u′v′ dt +

∫ +∞


uvdt +

n∑
j=

Ij
(
u(tj)

)
v(tj) –μ

∫ +∞


f
(
t,u(t)

)
v(t)dt

=
∫ +∞



[
–u′′ + u –μf (t,u)

]
vdt +

n∑
j=

[
Ij
(
u(tj)

)
–�

(
u′(tj)

)]
v(tj)

+ u′(+∞)v(+∞) – u′()v() = . (.)

Since u satisfies the equation in IBVP (.) a.e. on [,+∞), by (.), one has

n∑
j=

[
Ij
(
u(tj)

)
–�

(
u′(tj)

)]
v(tj) + u′(+∞)v(+∞) – u′()v() = . (.)
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Next we will show that u satisfies the impulsive conditions in IBVP (.). If not, without
loss of generality, we assume that there exists i ∈ {, , . . . ,n} such that

Ii
(
u(ti)

)
+�

(
u′(ti)

) �= . (.)

Let v(t) = e–t
∏n

j=,j �=i(t – tj).
Obviously, v ∈ X. By simple calculations, we obtain v(tj) = , j = , , . . . , i – , i + , . . . ,n,

v(+∞) = . Then, by (.), we get

n∑
j=

[
Ij
(
u(tj)

)
–�

(
u′(tj)

)]
v(tj) + u′(+∞)v(+∞) – u′()v()

= e–t
[
Ij
(
u(tj)

)
–�

(
u′(tj)

)] n∏
j=,j �=i

(t – tj) = ,

which contradicts (.). So u satisfies the impulsive conditions of (.).
Thus, (.) becomes of the following form:

u′(+∞)v(+∞) – u′()v() =  (.)

for all v ∈ X. Since v is arbitrary, (.) shows that u′(+∞) = u′() = . Therefore, u is a
classical solution of IBYP (.). �

To this end, we state some basic notions and celebrated results from critical points the-
ory.

Definition . (see []) Let X be a real reflexive Banach space. For any sequence
{uk} ⊂ X , if {ϕ(uk)} is bounded and ϕ′(uk) →  as k →  possesses a convergent subse-
quence, then we say that ϕ satisfies the Palais-Smale condition (denoted by the P.S. condi-
tion for short).

Lemma . (see []) Let X be a real Banach space, and let ϕ ∈ C′(X,R) satisfy the P.S.
condition. If ϕ is bounded from below, then

c = inf
X

ϕ

is a critical value of ϕ.

Definition . (see []) If X is a real Banach space, we denote by ωX the class of all func-
tionals φ : X → R possessing the following property: if {un} is a sequence in X converging
weakly to u ∈ X and lim infn→∞ φ(un) ≤ φ(u), then {un} has a subsequence converging
strongly to u.

Lemma . (see []) Let X be a separable and reflexive real Banach space; let φ : X → R
be a coercive, sequentially weakly lower semicontinuous C functional, belonging to ωX ,
bounded on each bounded subset of X and whose derivative admits a continuous inverse
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on X∗; let J : X → R be a C functional with compact derivative. Assume that φ has a strict
local minimum x with φ(x) = J(x) = . Finally, setting

α =max

{
, lim sup

‖x‖→+∞
J(x)
φ(x)

, lim sup
x→x

J(x)
φ(x)

}
, β = sup

x∈φ–(,+∞)

J(x)
φ(x)

,

assume that α < β . Then, for each compact interval [a,b] ⊂ ( 
β
, 

α
) (with the conventions


 = +∞, 

+∞ = ), there exists σ >  with the following property: for every λ ∈ [a,b] and
every C functionalψ : X → R with compact derivative, there exists δ >  such that for each
μ ∈ [, δ], the equation φ′(x) = λJ ′(x) +μψ ′(x) has at least three solutions whose norms are
less than σ .

3 Main results
Now we get the main results of this paper.

Theorem . Suppose that (H) and μ >  hold. Then IBVP (.) has at least one solution
if the following conditions hold:
(H) The impulsive function Ij has sublinear growth, i.e., there exist constants aj > ,

bj >  and γj ∈ [, ), j = , , . . . ,n, such that

∣∣Ij(u)∣∣ ≤ aj + bj|u|γj for every u ∈ R, j = , , . . . ,n.

Proof It follows from conditions (H), (H) and (.) that

ϕ(u) ≥ 

‖u‖ –

n∑
j=

∫ u(tj)



[
aj + bj|s|γj

]
ds –μ

∫ +∞


b(t)

(∣∣u(t)∣∣r + c
)
dt

≥ 

‖u‖ –

n∑
j=

[
aj

∣∣u(tj)∣∣ + bj
∣∣u(tj)∣∣γj+] –μ

∫ +∞


b(t)dt · (‖u‖r∞ + c

)

≥ 

‖u‖ –

n∑
j=

aj‖u‖∞ –
n∑
j=

bj‖u‖γj+
∞ –μ

∫ +∞


b(t)dt · (‖u‖r∞ + c

)

≥ 

‖u‖ –M

n∑
j=

aj‖u‖ –Mγj+
n∑
j=

bj‖u‖γj+ –μ‖b‖L
(
Mr‖u‖r + c

)
. (.)

Since  < r < ,  ≤ γj < , the above inequality implies that lim‖u‖→∞ ϕ(u) = +∞. So ϕ is a
functional bounded from below.
Next we prove that ϕ satisfies the P.S. condition. Let {uk} be a sequence in X such that

{ϕ(uk)} is bounded and ϕ′(uk) →  as k → ∞. Then there exists a constant M such that
|ϕ(uk)| ≤M. We first prove that {uk} is bounded. From (.), we have



‖uk‖ –M

n∑
j=

aj‖uk‖ –Mγj+
n∑
j=

bj‖uk‖γj+ –μ‖b‖L
(
Mr‖uk‖r + c

) ≤ ϕ(uk) ≤M.

Since  < r < , ≤ γj < , andM > , μ > , it follows that {uk} is bounded in X. From the
reflexivity of X, we may extract a weakly convergent subsequence that, for simplicity, we

http://www.advancesindifferenceequations.com/content/2013/1/293
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call {uk}, uk ⇀ u in X. Next, we will verify that {uk} strongly converges to u in X. By (.),
we have

(
ϕ′(uk) – ϕ′(u)

)
(uk – u) = ‖uk – u‖ +

n∑
j=

[
Ij
(
uk(tj)

)
– Ij

(
u(tj)

)](
uk(tj) – u(tj)

)

–μ

∫ +∞



[
f
(
t,uk(t)

)
– f

(
t,u(t)

)](
uk(t) – u(t)

)
dt. (.)

By uk ⇀ u in X, we see that {uk} uniformly converges to u in C([, +∞)). So,

n∑
j=

[
Ij
(
uk(tj)

)
– Ij

(
u(tj)

)](
uk(tj) – u(tj)

) → ,

∫ +∞



[
f
(
t,uk(t)

)
– f

(
t,u(t)

)](
uk(t) – u(t)

)
dt →  as k → ∞.

(.)

By limk→∞ ϕ′(uk) =  and uk ⇀ u, we have

(
ϕ′(uk) – ϕ′(u)

)
(uk – u) →  as k → ∞. (.)

In view of (.), (.) and (.), we obtain ‖uk – u‖ →  as k → ∞. Then ϕ satisfies the
P.S. condition. According to Lemma ., ϕ has at least one critical point, i.e., IBVP (.)
has at least one classical solution for μ > . �

Theorem . Suppose that (H) and the following conditions hold, then there exist con-
stants δ > , σ >  such that for each μ ∈ [, δ], IBVP (.) possesses at least three solutions,
and their norms are less than σ .Moreover, two of them are generated from the impulsive.
(H) f (t,u) is nonincreasing about u for all t ∈ [, +∞).
(H) There exists a constant ξ >  such that –

∑n
j=

∫ ξ

 Ij(s)ds > ξ .
(H) max{I, I∞} < δj,  < M

∑n
j= δj < , where

I = lim sup
u→

–
∫ u
 Ij(s)ds
|u| , I∞ = lim sup

|u|→∞

–
∫ u
 Ij(s)ds
|u| .

Proof We apply Lemma . to prove this theorem.
Firstly, we denote that

φ(u) =


‖u‖, ψ(u) =

∫ +∞


F(t,u)dt, J(u) = –

n∑
j=

∫ u(tj)


Ij(s)ds,

then ϕ(u) = φ(u) – J(u) –μψ(u).
Now, we show that the fundamental assumptions are satisfied. Obviously, X is a separa-

ble and reflexive real Banach space. It is easy to see that φ(u) is a C functional, coercive,
bounded on each bounded subset ofX, φ(u) belongs toωX . Suppose that {un} ⊂ X, un ⇀ u
in X, then un converges uniformly to u on [,T] with T ∈ (, +∞) an arbitrary constant
and lim infn→+∞ ‖un‖ ≥ ‖u‖. Thus

lim inf
n→+∞ φ(un) = lim inf

n→+∞


‖un‖ ≥ 


‖u‖ = φ(u).

http://www.advancesindifferenceequations.com/content/2013/1/293
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Therefore, φ is sequentially weakly lower semicontinuous. For any u, v ∈ X, we have

(
φ′(uk) – φ′(u),u – v

)
=

∫ +∞



(
u′(t) – v′(t)

)(
u′(t) – v′(t)

)
dt +

∫ +∞



(
u(t) – v(t)

)(
u(t) – v(t)

)
dt

= ‖u – v‖.

So φ′ is uniformly monotone. By [], we know that (φ′)– exists and is continuous on X∗.
For any u ∈ X, we have (J ′(u), v) = –

∑n
j= Ij(u(tj))v(tj). Suppose that un ⇀ u ∈ X, then

un → u on C′[, ]. By Ij ∈ C(R,R), we have J ′(un) → J ′(u) as n → +∞. So J ′ is strongly
continuous which implies J ′ is a compact operator by [].
From the continuity of f (t,u), we can obtain that f (t,un) converges uniformly to f (t,u)

as n→ +∞. That is,ψ ′(un) → ψ ′(u) as n→ +∞. Soψ ′ is strongly continuous onX, which
shows thatψ ′ is a compact operator by [].Moreover,ψ ′ is continuous since it is strongly
continuous. In addition, φ has a strict local minimum  with φ() = J() = .
Therefore, all the fundamental assumptions hold.
Next we show that α <  < β .
From (H), there exist  < ρ < ρ such that

–
∫ u


Ij(s)ds≤ δj|u| for |u| ∈ [,ρ)∪ (ρ, +∞).

By the continuity of Ij, j = , , . . . ,n, we know that –
∫ u
 Ij(s)ds is bounded for any |u| ∈

[ρ,ρ]. One can choose dj > , j = , , . . . ,n, and k >  such that

–
∫ u


Ij(s)ds≤ δj|u| + dj|u|k for any |u| ∈ R.

Then, for any u ∈ X, we have

J(u) = –
n∑
j=

∫ u(tj)


Ij(s)ds≤

n∑
j=

δj|u| +
n∑
j=

dj|u|k

≤
n∑
j=

δj‖u‖∞ +
n∑
j=

dj‖u‖k∞ ≤M

( n∑
j=

δj‖u‖ +
n∑
j=

dj‖u‖k
)
.

Hence, we have

lim sup
u→

J(u)
φ(u)

≤ M(
∑n

j= δj‖u‖ +∑n
j= dj‖u‖k)

‖u‖/ ≤ M
n∑
j=

δj < . (.)

On the other hand, if |u(tj)| ≤ ρ, then –
∫ u(tj)
 Ij(s)ds ≤ hj, where hj > , j = , , . . . ,n. If

|u(tj)| > ρ, then –
∫ u(tj)
 Ij(s)ds≤ δj|u(tj)|. Then it follows that

J(u) = –
n∑
j=

∫ u(tj)


Ij(s)ds≤

n∑
j=

hj +
n∑
j=

δj|u| ≤
n∑
j=

hj +M
n∑
j=

δj‖u‖.

http://www.advancesindifferenceequations.com/content/2013/1/293
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Therefore, we have

lim sup
‖u‖→+∞

J(u)
φ(u)

≤ M
n∑
j=

δj < . (.)

Combining (.) with (.), we obtain

α =max

{
, lim sup

‖u‖→+∞
J(u)
φ(u)

, lim sup
u→

J(x)
φ(x)

}
< .

From (H), one has

β = sup
u∈φ–(,+∞)

J(u)
φ(u)

≥ J(u)
φ(u)

≥ –
∑n

j=
∫ ξ

 Ij(s)ds
ξ



> ,

where

u(t) =

⎧⎨
⎩ξ ,  ≤ t ≤ ξ ,

, t ≥ ξ .

Obviously, u ∈ X ∩ φ–(, +∞).
Therefore, we obtain α <  < β .
By Lemma ., we can choose λ =  ∈ [a,b] such that [a,b] ⊂ ( 

β
, 

α
), there exists σ > 

with the following property: for every f ∈ C([, +∞)×R,R), there exists δ >  such that for
each μ ∈ [, δ], the equation φ′(u) = J ′(u) +μψ ′(u) has at least three solutions in X whose
norms are less than σ . Hence, IBVP (.) has at least three solutions in X whose norms are
less than σ .
Now we prove that IBVP (.) has at least two solutions generated from the impulsive.

In fact, we only need to verify that IBVP (.) has at most one solution when Ij = , j =
, , . . . ,n. On the contrary, assume that IBVP (.) has at least two distinct solutions u, u
when Ij = , j = , , . . . ,n, then u, u are critical points of the operator ϕ, which implies
ϕ′(u) = ϕ′(u) = . From (H), we know that f (t,u) is nonincreasing about u for any t ∈
[, +∞), then

(
f
(
t,u(t)

)
– f

(
t,u(t)

))(
u(t) – u(t)

) ≤ .

Hence, one has

 =
(
J ′(u) – J ′(u),u – u

)
=

∫ +∞



[(
u(t) – u(t)

) + (
u′
(t) – u′

(t)
)]dt

–μ

∫ +∞



[
f
(
t,u(t)

)
– f

(
t,u(t)

)](
u(t) – u(t)

)
dt

≥ ‖u – u‖,

which implies that ‖u – u‖ = , i.e., IBVP (.) has at most one solution when the im-
pulsive are zero. Therefore, we obtain that IBVP (.) has at least two solutions generated
from the impulsive.
This completes the proof. �
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4 Example
To illustrate how our main results can be used in practice, we present the following exam-
ple.

Example . Let μ = , consider the following problem:
⎧⎪⎪⎨
⎪⎪⎩
–u′′(t) + u(t) = f (t,u), t �= tj, t ∈ [, +∞),

–�u′(tj) = Ij(u(tj)), j = ,

u′() = , u′(+∞) = ,

(.)

where

I(u) =  + u

 (t), f (t,u) =

⎧⎨
⎩ – t, ≤ t < ,

, t ≥ .

Since |F(t,u)| ≤ a(t)|u|, |f (t,u)| ≤ a(t)|u|– for a.e. t ∈ [, +∞) and all u ∈ R, where

a(t) =

⎧⎨
⎩ – t, ≤ t < ,

, t ≥ ,

r = , with
∫ +∞
 a(t)dt = 

 < +∞, then it shows that (H) is satisfied.
It is easy to see that the impulsive function Ij has sublinear growth, then condition (H)

holds.
Applying Theorem ., problem (.) possesses at least one solution.

Example . Let μ = , consider the following problem:
⎧⎪⎪⎨
⎪⎪⎩
–u′′(t) + u(t) = f (t,u), t �= tj, t ∈ [, +∞),

–�u′(tj) = Ij(u(tj)), j = ,

u′() = , u′(+∞) = ,

(.)

where

f (t,u) =

⎧⎨
⎩cos t, ≤ t < π

 ,

, t ≥ π
 ,

I(u) =

⎧⎨
⎩–|u|, |u| < ,

–|u|  , |u| ≥ .

Suppose that ξ = 
 and L(u) =

∫ u
 I(s)ds, then

L(u) =

⎧⎨
⎩–|u|, |u| < ,

–|u|  , |u| ≥ .

Obviously, |F(t,u)| ≤ a(t)|u|, |f (t,u)| ≤ a(t)|u|– for a.e. t ∈ [, +∞) and all u ∈ R, where

a(t) =

⎧⎨
⎩cos t, ≤ t < π

 ,

, t ≥ π
 ,

r = , with
∫ +∞
 a(t)dt =  < +∞. Then it shows that (H) is satisfied.

http://www.advancesindifferenceequations.com/content/2013/1/293
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It is easy to see that f (t,u) is nonincreasing about u for all t ∈ [, +∞), then (H) holds.
Since

–
∫ ξ


I(s)ds = ×

(



)

=


>




=
ξ 


,

so (H) holds.
By a simple computation, one has I = I∞ = , which implies that condition (H) is sat-

isfied.
Applying Theorem ., problem (.) possesses at least three solutions, and two of them

are generated from the impulsive.
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