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Abstract
In this paper we develop the spectral theory for discrete symplectic systems with
general jointly varying endpoints. This theory includes a characterization of the
eigenvalues, construction of theM-lambda function and Weyl disks, their matrix radii
and centers, statements about the number of square summable solutions, and limit
point or limit circle analysis. These results are new even in some particular cases, such
as for the periodic and antiperiodic endpoints, or for discrete symplectic systems with
special linear dependence on the spectral parameter. The method utilizes a new
transformation to separated endpoints, which is simpler and more transparent than
the one in the known literature.
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1 Motivation
In this paper we develop the spectral theory, in particular the Weyl-Titchmarsh theory,
for discrete symplectic systems

zk+(λ) = (Sk + λVk)zk(λ), (Sλ)

in which the dependence on the spectral parameter λ ∈ C is linear but other than that
general. The term ‘symplectic system’ refers to the assumptions on the coefficients, which
are complex n× nmatrices satisfying

S∗
kJSk = J , S∗

kJVk is Hermitian,

V∗
kJVk = , �k := JVkJS∗

kJ ≥ .
(.)

This implies that the coefficient matrix Sk +λVk of (Sλ) and its fundamental matrix �k(λ)
satisfy the properties of symplectic matrices, i.e.,

(Sk + λVk)∗J (Sk + λ̄Vk) = J , �∗
k(λ)J�k(λ̄) = J .
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Here J :=
(  I
–I 

)
is the canonical n× n skew-symmetric matrix, the superscript X∗ de-

notes the complex conjugation, thematrices Sk andJ are symplectic, and system (Sλ) can
be viewed as a linear perturbation of the symplectic system (S), i.e., zk+ = Skzk . The prin-
cipal aim of this paper is to study the problems with general jointly varying endpoints such
as with the periodic endpoints z = zN+ or with the antiperiodic endpoints z = –zN+.
The theory of Weyl disks and square summable solutions for system (Sλ) was devel-

oped in the recent paper []. Earlier works dealt with special systems, in which the first n
equations do not depend on λ (see [–]), i.e., for

Sk =

(
Ak Bk

Ck Dk

)
, Vk =

(
 

–WkAk –WkBk

)
, �k =

(
Wk 
 

)
≥  (.)

with Hermitian Wk , or systems having a certain Hamiltonian structure (see [, ]). For a
broader history of theWeyl-Titchmarsh theory for difference equations, we refer to [, ].
The results in [–] have in common the following properties: (i) they are developed for
the separated boundary conditions

αz = , βzN+ = , α,β ∈ � :=
{
α ∈C

n×n,αα∗ = I,αJ α∗ = 
}
, (.)

and (ii) they assume the so-called ‘strong Atkinson condition’, namely for some N ∈N,

N∑
k=

z∗
k+(λ)�kzk+(λ) >  (.)

for every nontrivial solution z(λ) of (Sλ) on [,∞)Z and every λ ∈ C; see [, Eq. (..)]
and Hypotheses . and .. The results in [] are also derived for separated endpoints
(.), but instead of (ii) the ‘weak Atkinson condition’ is required, namely for someN ∈N

inequality (.) holds only for every column z(λ) of the natural conjoined basis Z̃(λ) of (Sλ),
which is defined as the solution starting with Z̃(λ) = –J α∗; see Hypotheses . and ..
The change from the strong Atkinson condition to the weak Atkinson condition in [] is

crucial and absolutely essential, as it turns out in the present paper. Here we aim to extend
the results in [] to problems with general jointly varying endpoints

γ

(
z
zN+

)
= , γ ∈ 	 :=

{
γ ∈C

n×n,γ γ ∗ = I,γ

(
–J 
 J

)
γ ∗ = 

}
. (.)

The boundary conditions in (.) include, among others, the periodic endpoints z = zN+

or the antiperiodic endpoints z = –zN+, which could not be treated by the previous case
in (.). The method we use is based on the augmentation of system (Sλ) into double di-
mension, which leads to a problemwith separated endpoints having the original boundary
conditions (.) as one of its constraints. This technique is known in the literature in prin-
ciple (cf. [–]), but the transformation to separated endpoints introduced in this paper
is much simpler. At the same time, the transformed symplectic system no longer satisfies
the corresponding strongAtkinson condition, but only its weak form. Thus, the derivation
of the Weyl-Titchmarsh theory in [] under the weak Atkinson condition is truly crucial
for its further extension to jointly varying endpoints.
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For this general situation, we give a characterization of the eigenvalues of (Sλ) with (.),
we construct the Weyl disks, their centers and matrix radii, and show the properties of
square summable solutions. We also give an exact connection between the limit point
or limit circle classification of the original system (in dimension n) and the augmented
system (in dimension n). This connection reveals an interesting fact, namely that the
limiting matrix radius of the augmented system has its rank at least n (see Theorem .),
and so it is never zero in the limit point case as onewould expect from the standard theory.
The results of this paper (seeTheorem.) also imply the existence ofmultiple eigenvalues
for scalar symplectic eigenvalue problems with jointly varying endpoints. This is known,
e.g., for the second order discrete Sturm-Liouville problemswith periodic endpoints in [,
Example .] or [, Theorem .] and here we extend it to discrete symplectic systems.
The new transformation of jointly varying endpoints into separated endpoints will also
find applications in the continuous time problems or time scales problems (see, e.g., []).
Finally, we remark that the results of this paper are new even for special discrete symplectic
systems, such as those with (.), and also for the Jacobi equations (see []), symmetric
three term recurrence equations (see [–]), and linear Hamiltonian difference systems
(see [, –]).

2 Weyl-Titchmarsh theory for joint endpoints
We start with some notation. By I and  we denote the identity and zero matrices of a
suitable dimension, which will be clear from the context. The discrete time intervals are
denoted by [a,b]Z := [a,b] ∩ Z, and similarly for other types of intervals. The Hermitian
components of a square matrixM will be denoted by im(M) := (M–M∗)/(i) and re(M) :=
(M +M∗)/. When M is a scalar, then they reduce to the imaginary and real parts of the
numberM.
Let Sk , Vk , �k be given n × n matrices defined on [,∞)Z and satisfying (.). Let

γ ∈ 	 be a fixed n × n matrix defining the boundary conditions in (.). With a given
N ∈ N, we consider the eigenvalue problem

(Sλ), k ∈ [,N]Z, λ ∈C, (.). (.)

The eigenvalues of (.) are defined in a usual way. That is, λ ∈C is an eigenvalue of (.)
if system (Sλ ) has a nontrivial solution z on [,N + ]Z satisfying the boundary condi-
tions in (.). In this case, z is called an eigenfunction for λ and the dimension of such
eigenfunctions for λ is its (geometric) multiplicity. As one of the main assumptions, we
suppose that (Sλ) satisfies the strong Atkinson condition on a finite or infinite interval. An
alternative terminology is that (Sλ) is definite on the given interval.

Hypothesis . (Strong Atkinson condition - finite) The inequality in (.) is satisfied
with N =N for every nontrivial solution z(λ) of (Sλ) on [,N + ]Z and every λ ∈C.

Hypothesis . (Strong Atkinson condition - infinite) There exists N ∈ N such that in-
equality (.) holds for every nontrivial solution z(λ) of (Sλ) on [,∞)Z and every λ ∈C.

The results of this paper will be formulated with the aid of a particular fundamental
matrix �(λ) of system (Sλ) starting with the initial value �(λ) = –J , i.e.,

�k+(λ) = (Sk + λVk)�k(λ), k ∈ [,∞)Z , �(λ) = –J , λ ∈C. (.)

http://www.advancesindifferenceequations.com/content/2013/1/232
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Ourfirst result describes the orthogonality of the eigenfunctions and themultiplicity of the
eigenvalues of (.). It generalizes [, Theorem .] to jointly varying endpoints, compare
also with [, Theorem .]. The proofs mostly follow by direct calculations in a similar
way as the corresponding results in []. For completeness and comparison, we provide
alternative proofs based on the transformation in Section .

Theorem . Let γ ∈ 	 and N ∈N. Then the following statements hold.
(i) Under Hypothesis ., the eigenvalues of (.) are real and the eigenfunctions

corresponding to different eigenvalues are orthogonal with respect to the semi-inner
product

〈z, z̃〉� ,N :=
N∑
k=

z∗
k+�k z̃k+.

(ii) A number λ ∈C is an eigenvalue of (.) if and only if the matrix

L(λ) := γ

(
–J

�N+(λ)

)
(.)

is singular. In this case, the eigenfunctions corresponding to the eigenvalue λ have the
form z = �(λ)d on [,N + ]Z with a nonzero d ∈KerL(λ).Moreover, the geometric
multiplicity of λ is equal to its algebraic multiplicity, i.e., to dimKerL(λ).

Proof The statement follows from Theorem . with (.) and Corollary .. �

By Theorem ., the multiplicities of the eigenvalues of (.) are at most n, compared
to the separated endpoints case in [, Theorem .], in which the multiplicities of the
eigenvalues are at most n. This implies that in the scalar case (i.e., for n = ) there may
exist multiple eigenvalues of (.). This phenomenon was observed in [, Example .]
and later justified in [, Theorem.] for the periodic discrete Sturm-Liouville eigenvalue
problem; see also Example ..
Next we define theWeyl-TitchmarshM(λ)-function for problem (.). For k ∈ [,N +]Z

and λ ∈C, we set

Mk(λ) := –

[
γ

(
–J

�k(λ)

)]–

γ

(
J

�k(λ)

)
J , (.)

whenever the inverse above exists. In particular, we can see from Theorem . thatMk(λ)
is well defined for every λ ∈C\R and k =N +, whenHypothesis . holds. The following
statement generalizes [, Lemma .] to jointly varying endpoints.

Theorem . Let γ ∈ 	, λ ∈ C, and k ∈ [,∞)Z. If Mk(λ) and Mk(λ̄) exist, then M∗
k (λ) =

Mk(λ̄).Moreover,Mk(·) is an analytic function in its argument λ.

Proof This result follows from (.) and (.) via [, Lemma .]. �
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For anyM ∈C
n×n, we define the Weyl-solution X (λ) of (Sλ) with values in C

n×n by

Xk(λ) :=
√


(
J –J

�k(λ) �k(λ)

)(
J
M

)
. (.)

It then follows, compare with [, Remark .(i)], that γXk(λ) =  if and only if the matrix
M equalsMk(λ) defined in (.).
One of the central concepts of this paper is the E(M) function with values in C

n×n,
through which we later on define the Weyl disks. ForM ∈ C

n×n, we put

Ek(M) := iδ(λ)X ∗
k (λ)

(
–J 
 J

)
Xk(λ) =

(
J
M

)∗ (
Hk(λ) Gk(λ)
Gk(λ) Hk(λ)

)(
J
M

)
, (.)

where δ(λ) := sgn im(λ) and

Hk(λ) :=


iδ(λ)

[
�∗

k(λ)J�k(λ) –J
]
, Gk(λ) :=Hk(λ) + iδ(λ)J .

From (iJ )∗ = iJ one can see that Ek(M),Hk(λ), and Gk(λ) are Hermitian matrices. More-
over,H(λ) =  and the Lagrange identity in [, Theorem .] implies the following crucial
identities:

Ek(M) = –δ(λ) im(M) +
∣∣im(λ)

∣∣(M∗ –J
)[ k–∑

j=

�∗
j+(λ)�j�j+(λ)

]
(M +J ), (.)

Hk(λ) =
∣∣im(λ)

∣∣ k–∑
j=

�∗
j+(λ)�j�j+(λ). (.)

Since�(λ) is a fundamental matrix of (Sλ), equality (.) then justifies the following result.

Theorem . If Hypothesis . holds, then the matrix Hk(λ) is positive definite for every
λ ∈C \R and k ≥ N + . In addition, for such k we have (suppressing the argument λ)

Ek(M) = –J
(
Hk – GkH–

k Gk
)
J +

(
M∗ –JGkH–

k
)
Hk

(
M +H–

k GkJ
)
. (.)

Proof The invertibility of Hk(λ) for all k ≥ N +  follows from (.) and Hypothesis ..
Moreover, identity (.) is a consequence of (.) and (.). �

For any λ ∈C \R, we now define the Weyl disk Dk(λ) and the Weyl circle Ck(λ) as

Dk(λ) :=
{
M ∈C

n×n,Ek(M) ≤ 
}
, Ck(λ) :=

{
M ∈C

n×n,Ek(M) = 
}
.

The following result provides some properties of the elements in Dk(λ) and Ck(λ). It is
a generalization of [, Theorems . and .] to jointly varying endpoints.

Theorem . Let λ ∈C \R, k ∈ [,∞)Z, and M ∈C
n×n. Then the following hold.

(i) The matrixM ∈ Ck(λ) if and only if there exists γ ∈ 	 such that γXk(λ) = . In this
case, we have, with such a matrix γ , thatM =Mk(λ), whenever the matrixMk(λ)
exists.

http://www.advancesindifferenceequations.com/content/2013/1/232
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(ii) The matrixM satisfies Ek(M) <  if and only if there exists γ ∈ C
n×n such that

iδ(λ)γ
( –J 

 J
)
γ ∗ >  and γXk(λ) = . In this case, we have, with such a matrix γ ,

thatM =Mk(λ), whenever the matrixMk(λ) exists, and γ can be chosen so that
γ γ ∗ = I .

(iii) We have Ek(–J ) = –δ(λ)iJ , i.e., –J /∈Dk(λ).

Proof Statements (i) and (ii) follow by [, Theorems .-.] from the facts that Dk(λ) and
Ck(λ) coincide respectively with the Weyl disk and Weyl circle in (.). Statement (iii) is
verified by direct calculation from (.), since iJ is indefinite. �

The center Pk(λ) and the matrix radius Rk(λ) of the Weyl disk Dk(λ) are defined as the
n× nmatrices

Pk(λ) := –H–
k (λ)Gk(λ)J = –J + iδ(λ)H–

k (λ), Rk(λ) :=H–/
k (λ), (.)

wheneverHk(λ) is invertible, i.e., wheneverHk(λ) > . The following theoremprovides the
most important geometric properties of the Weyl disks, including their nested property,
closedness, and convexity. It is a generalization of [, Theorems . and .] to jointly
varying endpoints. Let V and U be the sets of all complex contractive and unitary n× n
matrices, respectively, i.e., V := {V ∈C

n×n,V ∗V ≤ I} and U := {U ∈C
n×n,U∗U = I}.

Theorem . Let λ ∈ C \ R. Then Dk(λ) ⊆ Dj(λ) for every k, j ∈ [,∞)Z with k ≥ j. In
addition, under Hypothesis . for every k ≥ N + , we have the representations

Dk(λ) =
{
Pk(λ) + Rk(λ)VRk(λ̄),V ∈V

}
,

Ck(λ) =
{
Pk(λ) + Rk(λ)URk(λ̄),U ∈U

}
.

Consequently, the Weyl disks Dk(λ) are closed and convex for every k ≥ N + .

Proof The result follows from (.), (.), and (.) combined with Corollary .. �

The above theorem implies that the intersection of all theWeyl disksDk(λ) for k ≥ N +
is a nonempty, closed, and convex set. This yields that the limitingWeyl disk has the form

D+(λ) :=
⋂

k≥N+

Dk(λ) =
{
P+(λ) + R+(λ)VR+(λ̄),V ∈V

}
,

where P+(λ) and R+(λ) are the n× nmatrices defined by

P+(λ) := lim
k→∞

Pk(λ), R+(λ) := lim
k→∞

Rk(λ)≥ . (.)

They are called the center and the matrix radius of the limitingWeyl diskD+(λ). Note that
the convergence of Pk(λ) and Rk(λ) can be seen from (.) and (.).

Remark . If we denote by Hinv
+ (λ) the limit of H–

k (λ) as k → ∞, which exists by (.),
then the formulas in (.) for the center andmatrix radius of the limitingWeyl disk reduce

http://www.advancesindifferenceequations.com/content/2013/1/232
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to

P+(λ) = –J + iδ(λ)Hinv
+ (λ), R+(λ) =

[
Hinv

+ (λ)
]/. (.)

The next result is a generalization of [, Corollary .] to jointly varying endpoints.
Note that as in Theorem .(iii) we have –J /∈D+(λ).

Theorem . Let λ ∈C \R,M ∈C
n×n, and suppose that Hypothesis . holds. Then M

belongs to the limiting Weyl disk D+(λ) if and only if

(
M∗ –J

)[ ∞∑
k=

�∗
k+(λ)�k�k+(λ)

]
(M +J ) ≤  im(M)

im(λ)
.

Proof This statement follows from (.), or alternatively by [, Corollary .] from (.)
and the definition of the Weyl solution in (.) and (.). �

Remark . The limiting Weyl circle C+(λ) can be introduced as the boundary of the
limitingWeyl diskD+(λ). ThenM ∈ C+(λ) if and only if any of the following two equivalent
conditions hold, compare with [, Remark .],

(
M∗ –J

)[ ∞∑
k=

�∗
k+(λ)�k�k+(λ)

]
(M +J ) =

 im(M)
im(λ)

,

lim
k→∞

X ∗
k (λ)

(
–J 
 J

)
Xk(λ) = .

We now discuss some properties of square summable solutions of system (Sλ). We say
that a sequence z = {zk}∞k= with zk ∈C

n belongs to the space �� , i.e., z is square summable,
if

‖z‖� < ∞, where ‖z‖� :=

( ∞∑
k=

z∗
k+�kzk+

)/

= lim
N→∞

√〈z, z〉� ,N .

For every λ ∈ C \R, we denote the space of all square summable solutions of (Sλ) as

N (λ) :=
{
z ∈ ��[,∞)Z , z solves (Sλ)

}
. (.)

From [, Theorem .] we know that dimN (λ) ≥ n. According to the standard termi-
nology, we say that system (Sλ) is in the limit point case when dimN (λ) = n, and that
system (Sλ) is in the limit circle case when dimN (λ) = n. The following result is quite
surprising in the sense that one would expect to have R+(λ) =  in the limit point case; see
[, Theorem .]. To the contrary, due to the augmented structure of the matrix R+(λ),
which has dimension n, it is the rank of R+(λ) alone which determines the number of
linearly independent square summable solutions of (Sλ). In the result below, we show that
rankR+(λ) ≥ n, so that the equality rankR+(λ) = nmust necessarily hold in the limit point
case. This fact is stated in Corollary . below and also illustrated in Example ..

http://www.advancesindifferenceequations.com/content/2013/1/232
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Theorem . Let λ ∈C \R and suppose that Hypothesis . holds. Then system (Sλ) has
exactly rankR+(λ) linearly independent square summable solutions, i.e.,

n≤ dimN (λ) = rankR+(λ)≤ n. (.)

Proof The statement in (.) is proven in Theorem . and (.). �

The meaning of Theorem . can be explained also directly from (.) and Remark ..
In particular, by (.), the rank of R+(λ) is equal to the number of positive eigenvalues of
the matrix Hinv

+ (λ) from Remark .. This number is then the same as the number of the
eigenvalues ofHk(λ), which tend to a finite limit as k → ∞. Equation (.) then shows that
this number is equal to the number of linearly independent square summable solutions
of (Sλ).

Corollary . Let λ ∈ C \R and suppose that Hypothesis . holds. Then system (Sλ) is
in the limit point case if and only if rankR+(λ) = n,while (Sλ) is in the limit circle case if and
only if rankR+(λ) = n.

Remark . When system (Sλ) has the special structure shown in (.), it can be deduced
from [, Corollary .] that the total number of eigenvalues of (.) is equal to the dimen-
sion of the space of admissible functions for the associated discrete quadratic functional.
In some even more special cases, such as for the second-order Sturm-Liouville difference
equations with periodic or antiperiodic endpoints, this exact number of the eigenvalues of
(.) is derived in [, Theorem .] or [, Theorem .]. The result in [, Corollary .]
is based on the Rayleigh principle for system (Sλ) with (.), compare also with [, Theo-
rem .], and on the fact that the space of admissible functions is independent of λ (as a
consequence of the structure in (.)). As the Rayleigh principle for eigenvalue problems
(.) is not known and the space of admissible functions is in this case not constant in λ,
the question about the total number of eigenvalues of (.) remains open for the general
linear dependence on λ. On the other hand, the oscillation theorem for discrete symplec-
tic eigenvalue problems with jointly varying endpoints in [, Theorem .] yields that
the total number of the eigenvalues of (.) is less or equal to (N + )n.

3 Examples
In this section we examine several examples which illustrate the presented theory. In
particular, we consider the periodic and antiperiodic boundary conditions as in [, Re-
mark .] and the corresponding M(λ)-function. To our knowledge, this form is now
derived for the first time.

Example . For the periodic endpoints z = zN+, we take γ = (/
√
)(J , –J ) ∈ 	. In this

case, the matrix in (.) is L(λ) = (/
√
)J [�N+(λ) +J ]. Then, by Theorem ., λ ∈ C is

an eigenvalue of (.) if and only if the matrix �N+(λ) + J is singular, and the number
dimKer[�N+(λ) +J ] is its multiplicity. Moreover, theM(λ)-function in (.) reduces to

Mk(λ) = –
[
�k(λ) +J

]–[
�k(λ) –J

]
J .

http://www.advancesindifferenceequations.com/content/2013/1/232


Šimon Hilscher and Zemánek Advances in Difference Equations 2013, 2013:232 Page 9 of 18
http://www.advancesindifferenceequations.com/content/2013/1/232

Example . For the antiperiodic endpoints z + zN+ = , we take γ = (/
√
)(J ,J ) ∈ 	.

In this case we have L(λ) = (/
√
)J [�N+(λ) –J ] and, by Theorem ., λ ∈ C is an eigen-

value of (.) if and only if the matrix �N+(λ) –J is singular. The multiplicity of λ is then
dimKer[�N+(λ) –J ]. In addition, theM(λ)-function in (.) now has the form

Mk(λ) = –
[
�k(λ) –J

]–[
�k(λ) +J

]
J .

We illustrate our new results on the scalar symplectic system

zk+(λ) =

(
 
–λ  – λ

)
zk(λ), �k ≡ � :=

(
 
 

)
. (.)

This system corresponds to the second-order Sturm-Liouville difference equation

–�(pk�xk) + qkxk+ = λwkxk+, where pk = wk ≡ ,qk ≡ , (.)

compare with (.), which was extensively studied, e.g., in [, , –] and [, Chap-
ter ]. System (.) satisfies the strong Atkinson condition in Hypothesis . or . with
N = , as can be easily verified.

Example . Consider the scalar eigenvalue problem with periodic endpoints

(.), k ∈ [, ]Z, z = z, (.)

i.e., we look for the solutions of (.) with period . This problem corresponds to the pe-
riodic Sturm-Liouville eigenvalue problem (.) with k ∈ [, ]Z and x = x, �x = �x,
which is studied in [, Example .]. It is shown in this reference that λ =  is a double
eigenvalue of (.) by finding two linearly independent eigenfunctions. The results in The-
orem . and Example . confirm this conclusion. The fundamental matrix in (.) now
satisfies

�(λ) =

(
–λ +  λ – 

λ – λ +  –λ + λ

)
, (.)

�(λ) =

(
–λ + λ – λ +  λ – λ + λ – 

λ – λ + λ – λ +  –λ + λ – λ + λ

)
. (.)

This yields that det[�(λ)+J ] = –λ(λ–)(λ–). Thus, by Theorem . and Example .,
λ =  is indeed a double eigenvalue of (.), and the columns of �() are the two linearly
independent eigenfunctions.Note that�() = –J = �(). The other eigenvalues of (.)
are λ =  with the eigenfunction �()(, )∗, and λ =  with the eigenfunction �()(, )∗.

Example . Consider system (.), but now only on the interval [, ]Z and with the an-
tiperiodic boundary conditions z = –z. From (.) we see that det[�(λ) –J ] = (λ– ).
Hence, by Theorem . and Example ., λ =  is a double eigenvalue of this prob-
lem with the columns of �() as the two linearly independent eigenfunctions. Note that
�() = J = –�(). This problem then does not have any other eigenvalues.
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In the last example, we calculate the rank of the limiting matrix radius R+(λ) and com-
pare it with the corresponding number of linearly independent square summable solu-
tions.

Example . We examine system (.) on [,∞)Z with the particular choice of λ ∈
C \ R. We will show that system (.) with λ = λ is in the limit point case, so that by
[, Corollary .] it is in the limit point case for every λ ∈ C \ R. Let λ =  + i

√
, i.e.,

system (.) reduces to the second-order difference equation xk+ + i
√
xk+ + xk =  on

[,∞)Z. The roots of the corresponding characteristic polynomial are ν± := (± –
√
)i,

so that the fundamental matrix of (.) satisfying (.) has the form

�k(λ) =

(
νk
+ νk

–

νk
+(ν+ – ) νk

–(ν– – )

)
P, P :=




(
–i – –

√
 + i

i – +
√
 – i

)
. (.)

By (.), we obtain with μ± := |ν±| = ∓ 
√
 that

Hk(λ) = 
√
P∗

k–∑
j=

(
|ν+|j+ (ν̄+ν–)j+

(ν+ν̄–)j+ |ν–|j+
)
P = 

√
P∗

k–∑
j=

(
(μ+)j+ (–)j+

(–)j+ (μ–)j+

)
P.

Since each entry ofHk(λ) represents a geometric series, it can be evaluated explicitly as

Hk(λ) = 
√
P∗

(
(μ+)[ – (μ+)k]/( –μ+) [(–)k – ]/

[(–)k – ]/ (μ–)[ – (μ–)k]/( –μ–)

)
P.

Therefore, the matrix Hk(λ) is indeed invertible (positive definite) for all k ≥ N +  = 
and, by Remark ., we have

Hinv
+ (λ) = lim

k→∞
H–

k (λ) =

(
  +

√
 – i

 +
√
 + i  +

√


)
,

P+(λ) = –J + iHinv
+ (λ) =

(
i ( +

√
)i

( +
√
)i ( +

√
)i

)
.

The matrix R+(λ) can also be calculated explicitly by (.), but it is not really important.
We can find the eigenvalues of R+(λ) as the nonnegative square roots of the eigenvalues of
Hinv

+ (λ). Namely, since the eigenvalues ofHinv
+ (λ) are  and +

√
, we get rankR+(λ) = 

and system (.) is in the limit point case, by Corollary .. The square summable solution
of (.) is then given as the second component of the columns of theWeyl solutionX+(λ)
in (.) with M = P+(λ). That is, the columns of the matrix �(λ)Hinv

+ (λ) are square
summable. But since Hinv

+ (λ) is singular, it follows that the square summable solutions
of (.) are generated by exactly one column of the matrix �(λ)Hinv

+ (λ). On the other
hand, since |ν+| < , one can identify the first column of �(λ)P– in (.) as the square
summable solution of (.).

4 Augmented symplectic system
We shall show that problem (.) is equivalent with a certain eigenvalue problem in di-
mension n with separated endpoints. Define the n× n matrices (the augmentation is
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emphasized by the bold notation)

Sk :=

(
I 
 Sk

)
, Vk :=

(
 
 Vk

)
, �k :=

(
 
 �k

)
≥ , (.)

�k(λ) :=
√


(
J –J

�k(λ) �k(λ)

)
, J :=

(
–J 
 J

)
, K :=

(
 J
J 

)
. (.)

Then one can easily verify that J ∗ = –J =J –,K∗ = –K =K–, and

S∗
kJSk =J , S∗

kJVk is Hermitian, V∗
kJVk = , �k =JVkJS∗

kJ .

Consider the augmented symplectic system

zk+(λ) = (Sk + λVk)zk(λ). (Sλ)

It follows that �(λ) is a fundamental matrix of system (Sλ), because

�k(λ) =

(
I 
 �k(λ)J

)
Q with Q :=�(λ) =

√


(
J –J
–J –J

)
,detQ = ,

where �k(λ)J is the fundamental matrix of the original system (Sλ) starting with the ini-
tial value �(λ)J = I . Vector solutions z(λ) of (Sλ) are in dimension n and the matrix
solutions Z(λ) of (Sλ) are in dimension n× n. It follows that they have the form

zk(λ) =

(
d

zk(λ)

)
, Zk(λ) =

(
D E

Zk(λ) Z̃k(λ)

)
, (.)

where d ∈ C
n is a constant vector, D,E ∈ C

n×n are constant matrices, z(λ) is a vector
solution of (Sλ) in dimension n, and Z(λ), Z̃(λ) are matrix solutions of (Sλ) in dimension
n× n. It turns out that the main properties of discrete symplectic systems (Sλ) and their
solutions, such as those in [, Section ] or [, Section ], are preserved for the augmented
system (Sλ). In particular, we have the following identities for the coefficients of (Sλ):

(Sk + λVk)∗J (Sk + λ̄Vk) =J , (Sk + λVk)– = –J
(
S∗

k + λV∗
k
)
J ,

and the Lagrange identity for two n×mmatrix solutions of (Sλ) and (Sν )

Z∗
k+(λ)J Zk+(ν) = Z∗

(λ)J Z(ν) + (λ̄ – ν)
k∑
j=

Z∗
j+(λ)� jZj+(ν) (.)

for all k ∈ [,∞)Z. In addition, the fundamental matrix �(λ) of (Sλ) satisfies

�∗
k(λ)J�k(λ̄) =K, �k(λ̄)K�∗

k(λ) =J , �∗
(λ)�(λ) = I,

i.e., the matrix �(λ) is unitary.
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With the above preliminary setting, we now consider the augmented eigenvalue problem

(Sλ), k ∈ [,N]Z,λ ∈C, αz = , βzN+ = , (.)

where the n× nmatrices α,β ∈ � :=	 are defined by

α :=
√

(–I I), β := γ . (.)

Equation (.) and the above choice of α imply that the solutions of (.) have the form

zk(λ) =

(
z(λ)
zk(λ)

)
, where z(λ) is a solution of (.). (.)

Conversely, every solution z(λ) of (.) defines through (.) a solution z(λ) of (.). In
addition, the form of the matrix �k in (.) implies that the semi-norm of the augmented
solution z(λ) is the same as the semi-norm of the generating solution z(λ), because

〈z, z̃〉� ,N :=
N∑
k=

z∗
k+�kzk+ =

N∑
k=

z∗
k+�k z̃k+ = 〈z, z̃〉� ,N ,

zk =

(
z
zk

)
, z̃k =

(
z̃
z̃k

)
.

Following the theory in [, Sections -], we consider the fundamental matrix �̃(λ) of
the augmented system (Sλ) satisfying the initial condition �̃(λ) = (α∗, –J α∗). Thismeans
that

�̃k(λ) = �k(λ)

(
J 
 I

)
=

√


(
–I –J

�k(λ)J �k(λ)

)
=

(
Zk(λ) Z̃k(λ)

)
, (.)

where Z(λ) and Z̃(λ) are normalized conjoined bases of (Sλ) defined by

Zk(λ) :=
√


(
–I

�k(λ)J

)
, Z̃k(λ) :=

√


(
–J

�k(λ)

)
. (.)

The solution Z̃(λ) is called the natural conjoined basis of (Sλ). We have alreadymentioned
in Section  that only the corresponding weak Atkinson condition is required when study-
ing the spectral problem with separated endpoints. Applying this requirement to the aug-
mented problem (.), we can see that we need to assume

N∑
k=

z∗
k+(λ)�kzk+(λ) >  (.)

for certain solutions z(λ) of (Sλ). This is formulated in the next assumptions.

Hypothesis . (Weak augmented Atkinson condition - finite) Inequality (.) is sat-
isfied with N = N for every column z(λ) of the natural conjoined basis Z̃(λ) of (Sλ) on
[,N + ]Z and every λ ∈C.
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Hypothesis . (Weak augmented Atkinson condition - infinite) There exists N ∈ N

such that inequality (.) holds for every column z(λ) of the natural conjoined basis Z̃(λ)
of (Sλ) on [,∞)Z and every λ ∈C.

The next theorem provides basic properties of the eigenvalue problem (.).

Theorem . Let α,β ∈ � be arbitrary and N ∈N. Then the following statements hold.
(i) Under Hypothesis ., the eigenvalues of (.) are real and the eigenfunctions

corresponding to different eigenvalues are orthogonal with respect to the semi-inner
product 〈·, ·〉� ,N .

(ii) A number λ ∈C is an eigenvalue of (.) if and only if the matrix L(λ) := βZ̃N+(λ)
is singular. In this case, the eigenfunctions of (.) corresponding to the eigenvalue λ

have the form z = Z̃k(λ)d on [,N + ]Z with a nonzero d ∈KerL(λ).Moreover, the
geometric and algebraic multiplicities of λ coincide and are equal to dimKerL(λ).

Proof The statement follows from [, Theorem .], when it is applied to the augmented
eigenvalue problem (.). �

Whenwe write the weak Atkinson condition in (.) in terms of the data of the original
problem (.), we get by (.) and (.) that

N∑
k=

Z̃∗
k+(λ)�kZ̃k+(λ) =

N∑
k=

�∗
k+(λ)�k�k+(λ) > .

This shows that the two conditions in Hypotheses . and . are intimately connected, as
stated in the following corollaries.

Corollary . System (Sλ) satisfies the strong Atkinson condition on [,N + ]Z (Hypoth-
esis .) if and only if the augmented system (Sλ) satisfies the corresponding weak Atkinson
condition on [,N + ]Z (Hypothesis .).

Corollary . System (Sλ) satisfies the strong Atkinson condition on [,∞)Z (Hypothe-
sis .) if and only if the augmented system (Sλ) satisfies the corresponding weak Atkinson
condition on [,∞)Z (Hypothesis .).

In particular, we can see why assuming the weak Atkinson condition in the spectral the-
ory for separated endpoints is really essential - the transformation of problem (.) with
jointly varying endpoints, which satisfies the strong Atkinson condition, leads to the aug-
mented problem (.) satisfying the corresponding weak Atkinson condition. Therefore,
one can simply apply the previous results on separated endpoints to the augmented prob-
lem and then transform the obtained results back to the data of the original problem (.).
Following [, Definitions . and .], we define the M(λ)-function for the augmented

problem (.) and forM ∈Cn×n the corresponding Weyl solution as

Mk(λ) := –
[
βZ̃k(λ)

]–
βZk(λ), X k(λ) := �̃k(λ)

(
I
M

)
, (.)
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where Z(λ), Z̃(λ), and �̃(λ) are given in (.) and (.). In addition, for M ∈ C
n×n, we

define the E(M) function by

Ek(M) := iδ(λ)X ∗
k(λ)JX k(λ) =

(
I
M

)∗ (
F k(λ) G∗

k(λ)
Gk(λ) Hk(λ)

)(
I
M

)
, (.)

where F k(λ), Gk(λ), andHk(λ) are n× nmatrices

Hk(λ) := iδ(λ)̃Z∗
k(λ)J Z̃k(λ) =



iδ(λ)

[
�∗

k(λ)J�k(λ) –J
]
,

F k(λ) := iδ(λ)Z∗
k(λ)J Zk(λ) = J ∗Hk(λ)J ,

Gk(λ) := iδ(λ)̃Z∗
k(λ)J Zk(λ) =Hk(λ)J – iδ(λ).

As in [, Definition .], the Weyl disk Dk(λ) and the Weyl circle Ck(λ) are defined by

Dk(λ) :=
{
M ∈C

n×n,Ek(M) ≤ 
}
, Ck(λ) :=

{
M ∈C

n×n,Ek(M) = 
}
. (.)

Note that under Hypothesis . the matrices Hk(λ) are positive definite (and hence in-
vertible) for all k ≥ N + , because by (.) we have

Hk(λ) = 
∣∣im(λ)

∣∣ k–∑
j=

Z̃∗
j+(λ)� jZ̃j+(λ). (.)

By [, Theorem .], the Weyl disk and the Weyl circle possess the representations

Dk(λ) =
{
Pk(λ) + Rk(λ)VRk(λ̄),V ∈ V

}
, (.)

Ck(λ) =
{
Pk(λ) + Rk(λ)URk(λ̄),U ∈U

}
, (.)

where V and U are the sets of all complex contractive and unitary n × n matrices, re-
spectively (as in Section ), and where the center Pk(λ) and the matrix radius Rk(λ) are
defined by

Pk(λ) := –H–
k (λ)Gk(λ) = –J + iδ(λ)H–

k (λ), Rk(λ) :=H–/
k (λ). (.)

Therefore, the Weyl disks Dk(λ) are closed, convex, and nested, so that the limiting Weyl
disk

D+(λ) :=
⋂

k≥N+

Dk(λ) =
{
P+(λ) + R+(λ)VR+(λ̄),V ∈ V

}
(.)

exists and is nonempty, closed, and convex as well. By using [, Theorem .] and the
monotonicity ofHk(λ) shown in (.), the center and the matrix radius of D+(λ) are

P+(λ) := lim
k→∞

Pk(λ), R+(λ) := lim
k→∞

Rk(λ)≥ .
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Let �� be the space of all square summable sequences z = {zk}∞k= on [,∞)Z such that
zk ∈ C

n with the semi-norm

‖z‖� < ∞, where ‖z‖� :=

( ∞∑
k=

z∗
k+�kzk+

)/

= lim
N→∞

√〈z, z〉� ,N .

For every λ ∈ C \R, we denote the space of all square summable solutions of (Sλ) as

N (λ) :=
{
z ∈ ��[,∞)Z , z solves (Sλ)

}
.

From [, Theorem.]we know that the dimension ofN (λ) is at least n, ormore precisely

dimN (λ) = n + rankR+(λ), (.)

by [, Theorem .]. On the other hand, the analysis of the structure of the �� solutions
of the augmented system (Sλ) yields the following result.

Theorem . Let λ ∈C \R and suppose that Hypothesis . holds. Then

dimN (λ) = n + dimN (λ)≥ n and n≤ rankR+(λ)≤ n, (.)

whereN (λ) is the space of all �� solutions of the original system (Sλ), as defined in (.).

Proof Let ej ∈ C
n be the jth canonical unit vector for j ∈ {, . . . , n}. Then the con-

stant solutions z[j] := (e∗
j , ∗)∗ ∈ C

n, j ∈ {, . . . , n}, certainly belong to N (λ), because
‖z[j]‖� = . In addition, any square summable solution z ∈ N (λ) naturally generates a
square summable solution z = (∗, z∗)∗ ∈ N (λ), which is linearly independent with the
above defined solutions z[], . . . , z[n]. This yields that dimN (λ) = n + dimN (λ). More-
over, since by [, Theorem .] we have dimN (λ)≥ n, the first statement in (.) follows.
The second statement in (.) is then a direct consequence of (.). �

We can now see that the rank of the limiting matrix radius R+(λ) can never be zero, so
that the ‘limit point’ behavior of (Sλ) should not be determined by the equality R+(λ) = ,
as one would expect from the separated endpoints case in [, Theorem .]. The result in
Theorem . then motivates the following definition.

Definition . Let λ ∈C\R. Under Hypothesis ., we say that system (Sλ) is in the limit
point case if dimN (λ) = n, while system (Sλ) is in the limit circle case if dimN (λ) = n.

Combining Theorem . and Corollary . then yields the next result.

Corollary . Let λ ∈ C \ R and suppose that Hypothesis . holds. Then system (Sλ) is
in the limit point case, resp. limit circle case, if and only if system (Sλ) is in the limit point
case, resp. limit circle case.

Remark . In the scalar case n = , we have rankR+(λ) ∈ {, }. In this situation, system
(Sλ) is either in the limit point case (when rankR+(λ) = ) or in the limit circle case (when
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rankR+(λ) = ). This is known as the Weyl alternative, compare with [, Theorem .]
and [, Theorem . and Corollary .].

Remark . The augmentation of system (Sλ) into double dimension is a known tech-
nique for studying the problems with jointly varying endpoints; see, e.g., [–]. The
transformation introduced in this paper has the advantage that it uses the solutions z or
Z of (Sλ) rather their components (x,u) or (X,U) as in the above references. This yields
a direct connection between the original system (Sλ) and the augmented system (Sλ). For
example, the boundary conditions in [, Section ] are of the form

R

(
–x
xN+

)
+ R

(
u
uN+

)
=  (.)

with certain n × n matrices R and R. One can see that the new approach via (.) is
much easier and more transparent. The relationship between the transformation in the
above mentioned references and the transformation, which is utilized in this section, is
determined by the multiplication of the data (from one side or from both sides) by the
n× nmatrix

T :=

⎛⎜⎜⎜⎝
–I   
  I 
 I  
   I

⎞⎟⎟⎟⎠ = T –, e.g., T

⎛⎜⎜⎜⎝
–x
xN+

u
uN+

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
x
u
xN+

uN+

⎞⎟⎟⎟⎠ =

(
z
zN+

)

gives a direct connection between the boundary conditions (.) and (.).

5 Conclusion
In this paper we demonstrated that n-dimensional discrete symplectic eigenvalue prob-
lems with jointly varying endpoints (including the periodic and antiperiodic boundary
conditions) can be studied by a transformation to separated endpoints in the dimension
n. This transformation works under the strong Atkinson condition on the original sys-
tem, which turns out to be the weak Atkinson condition on the augmented system (Corol-
laries . and .). As one of the main results, we showed that for every system (Sλ) there
is a naturally associated limitingWeyl disk D+(λ) consisting of complex n× nmatrices,
whose center P+(λ) and matrix radius R+(λ) can be explicitly calculated by the formulas
in (.). Moreover, we showed (Theorem . and Corollary .) that the rank of the
matrix radius R+(λ) is equal to the number of square summable solutions of (Sλ) and that
it is always at least n. Thus, system (Sλ) is in the limit point case, resp. limit circle case,
when the rank of R+(λ) is n, resp. n. In turn, the limit point or limit circle classification of
the augmented system (Sλ) is determined by the numbers n and n (Definition . and
Corollary .). As such, this paper completes and extends the known Weyl-Titchmarsh
theory of discrete symplectic systems. We are convinced that the methods developed in
this paper will also be useful for the study of the corresponding continuous time linear
Hamiltonian eigenvalue problems.
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