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Abstract

In this article, we prove a Korovkin type approximation theorem for a function of
two variables by using the notion of statistical A-summability. We also study the rate
of statistical A-summability of positive linear operators. Finally we construct an
example by Bleimann et al. operators to show that our result is stronger than those
of previously proved by other authors.
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1 Introduction and preliminaries
The concept of statistical convergence for sequences of real numbers was introduced
by Fast [1] and further studied many others.

Let K<€ Nand K, = {k < n: ke K}. Then the natural density of K is defined by d(K) =
lim,, ™" |K,,| if the limit exists, where |K;,| denotes the cardinality of K,.

A sequence x = (xy) of real numbers is said to be statistically convergent to L provided
that for every ¢ >0 the set K:={ke N:|x,-L|>¢} has natural density zero, i.e. for each ¢ > 0,

1
lim |[{k<n:|x,—L| >¢}| =0.
non

In this case we write st- lim x = L. Note that if x = (x;) is convergent then it is statis-
tically convergent but not conversely. The idea of statistical convergence of double
sequences has been intruduced and studied in [2,3].

Let A = (a,x), n, ke N, be an infinite matrix and x = (x;) be a sequence. Then the
(transformed) sequence, Ax := (y,), is denoted by

o0
Yni= D QX
k=1

where it is assumed that the series on the right converges for each ne N. We say that
a sequence x is A-summable to the limit £ if y,, &> € as n — co.

A matrix transformation is said to be regular if it maps every convergent sequence
into a convergent sequence with the same limit. The well-known conditions for two

dimensional matrix to be regular are known as Silverman-Toeplitz conditions.
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In [4], Edely and Mursaleen have given the notion of statistical A-summability for
single sequences and statistical A-summability for double sequences has recently been
studied in [5].

Let A = (a,x) be a nonnegative regular summability matrix and x = (x;) be a
sequence of real or complex sequences. We say that x is statistically A-summable to L
if for every ¢ >0,

S(fneN:|p—L|=¢})=0.

So, if x is statistically A-summable to L then for every ¢ >0,

1
hﬂr[nm Hn<m:|yn—L|>e}|=0.
Note that if a sequence is bounded and A-statistically convergent to L, then it is A-
summable to L; hence it is statistically A-summable to L but not conversely (see [4]).
Example 1.1. Let A = (C, 1), the Cesaro matrix and the sequence u = (i) be defined
by

(1.1)

|1 ifkisodd,
Ye=10 ifkis even.

Then u is is A-summable to ; (and hence statistically A-summable to 1/2) but not
statistically (and not A-statistically as well) convergent.

Let I := [0, =) and C(/) denote the space of all continuous real valued functions on 1.
Let Cp(I):= {fe C(I): fis bounded on I}.C(I) and Cg(/) are equipped with norm

[Ifllcay = SU? f (x)I.

Let H,(I) denote the space of all real valued functions f on I such that

F(8) = f@)I <o (f:

s X D
1+s 1+xl/’
where w is the modulus of continuity, i.e.

o(f;8) =sup{lf(s) —f(x)| : Is—x| <38}

sxel

It is to be noted that any function fe H,(I) is continuous and bounded on 1.

The following Korovkin type theorem (see [6]) was proved by Cakar and Gadjiev [7].

Theorem A. Let (L,) be a sequence of positive linear operators from H,(I) into Cp
(D). Then for all fe H,(I)

Tim [La(F2) ~ F3) |y = O
if and only if
lim [ Ly (fi;x) = gif ¢,y = 0 (1= 0,1,2),

where

go(x) = 1, 81(x) = 1fx,g2(x) - (1fx>2'
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Erkus and Duman [8] have given the sts-version of the above theorem for functions
of two variables.Quite recently, Korovkin type of approximation theorems have been
proved in [9,10] by using almost convergence; in [11-15] by using variants of statistical
convergence and in [16-19] for functions of two variables by using statistical conver-
gence, A-statistical convergence and statistical A-summability of double sequences. In
this article, we use the notion of statistical A-summability to prove a Korovkin type
approximation theorem for functions of two variables with the help of test functions

4 2 Y )2
1’ lf-x’ 1+y’(1fx) + (1+y) :

2 Main result
Let I = [0, ) and K = I x I. We denote by Cp(K) the space of all bounded and contin-
uous real valued functions on K equipped with norm

Ifllcsxy == sup |f(xy)l,  f € Cp(K).

(xy)eK

Let H,+K) denote the space of all real valued functions f on K such that

f(s,6) = fx )] <o f;/(lis‘lfx>2+(1t+t_1zy)2 '

where w* is the modulus of continuity, i.e.

@*(f;8) = sup
(s:1) (xy)eK

{60 =1l =27+ =9 <5].

It is to be noted that any function fe H,:(K) is bounded and continuous on K, and
a necessary and sufficient condition for fe H,-(K) is that

li *(f;8) = 0.
limo (f;8)=0
We prove the following result:

Theorem 2.1. Let A = (a,) be nonnegative regular summability matrix. Let (7%) be a
sequence of positive linear operators from H,,:(K) into Cp(K). Then for all fe H,«(K)

oo

st- lim | Y awTe(fixy) — f(x7) =0 (2.0)
k=1 Cp(K)

if and only if

st- lim > anTe(1x,y) — 1 =0 (2.1)

k=1 Cs(K)
i > s X

St~ nlgrolo Zanka<l +S,x,y>— 1+x 0 2.2)
k=1 Cp(K)

st- lim iaka ! X%y | — Y =0 (2.3)

n—o0 || £ " 1+t 1+y '

Cg(K)
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st- lim
n—oQ

=0.  (2.4)
Cp(K)

> s \2 r\? x \2 y 2
;a”ka (1+5) +(1+t> e (1+x) +(l+y)
Proof. Since each of the functions

foxy) =1 Axy) = 1AMy = liy,fg(x, Y) = (1ix)2 + (1’1},)2 belongs to H,-(K),
conditions (2.1)-(2.4) follow immediately from (2.0).

Let fe H,-(K) and (x, y) € K be fixed. Then for ¢ > 0 there exist d;, J, >0 such that
[fis, £)-flx, )| <& holds for all (s, £) € K satisfying | 5. — ;*.| <8randl,}, — | <82

1+x 1+y
Let

2 2
K(3) := {(s,t)eK:\/(lis - l’ix) +(lit— 11y> <8=min{81,82}}.

Hence

f(st) = fp)l = If (s 1) = f(x V) xxesy(s ) + If (s 1) — F( ) xis) (s, 0)

(2.5)
<e+ 2N)(K\K(5)(S, t)

Where yp denotes the characteristic function of the set D and N = ||f||cB(1<). Further

we get

1/ s X \2 1 t y o\’
< B ) B . 2.6
XK\K((S)(S )—5%(14_5 1+x +8%(1+t 1+V) o

Combining (2.5) and (2.6), we get

2N s X \2 t y 2
Fls0) =flunl < e+ 82 {<1+5_ 1+x> +(l+t_ 1+Y) }I 27

After using the properties of f, a simple calculation gives that

ITe(f;x,y) = f(xY)l <&+ M{|Tik(fo; x,¥) — fo(x, V)| + | Te(f1; % ¥) — f1 (%, ¥)]

(2.8)
+Te(f2ix, ) — (6 V) + 1 Te(f5: % ¥) — f3(x V)1
where
4N
M:==¢+N+ .
52
Now replacing Ti(f: x, y) by Y pe; an.Ti(f; x,y) and taking sup,,c i, we get
oo oo
> anTu(f;x,y) = f(x.y) <e+M || auTi(foixy) = fo(x.y)
k=1 Cs(K) k=1 Cs(K)
|20 anTelfixy) = filxy) |22 auTilfaixy) = fo(%7) (2.9)
k=1 Cy(K) k=1 Cp(K)

Y anTe(fsixy) = f3(x,7)

k=1

+

CB(K))
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For a given r >0 choose ¢ > 0 such that ¢ <r. Define the following sets

Z an Ty, (f; X )/) - f(x' V)

D:=1{n: ES

k=1 Cy(K)

> r—e
Dy = 4n: Y anTelfoixy) — fo(x ) > e b

k=1 Cp(K)

> r—e
Dy = n: | Y anTe(fiixy) — fi(xy) >k [

k=1 Cp(K)

> r—e
Ds:=3n: Y anTe(faixy) — (%) > e b

k=1 Cs(K)

> r—e
Dy:=n: Y anTe(fsixy) — f3(xy) > e

k=1 Cy(K)

Then from (2.9), we see that D € D; U D, U D3 U D, and therefore 6(D) < 6(D;) +
d(Dy) + 0(D3) + o(Dy). Hence conditions (2.1)-(2.4) imply the condition (2.0).

This completes the proof of the theorem.

If we replace the matrix A in Theorem 2.1 by identity matrix, then we immediately
get the following result which is due to Erkus and Duman [8]:

Corollay 2.2. Let A = (a,) be nonnegative regular summability matrix. Let (7%) be a
sequence of positive linear operators from H,,:(K) into Cp(K). Then for all fe H,-(K)

st - klggo T (f; 7)) = f(xy) ”CB(K) =0 (2.10)

if and only if

st- lim [ Te(tsxy) = 1, ) = O (2.11)

t- Jim [, g0) = 0

St - m 7 X - =Y .
k— 00 k 1+s 4 1+ xllcy(k) 212

st- lim ||T; ! ;X Y =0 2.13
k— o0 k 1+t’ ’y 1+y Cp(K) Y ( ' )
. s \2 t\? x \2 y 2

St li)rgo Ti ((1 +s> +(1 +t) ,x,y)—((l +x> +(1 +)’> ) C(K)_O. (214)

3 Statistical rate of convergence

In this section, using the concept of statistical A-summability we study the rate of con-
vergence of positive linear operators with the help of the modulus of continuity. Let us
recall, for fe H,(K)

ren el =er f;\/(lis a 1f-x)2+ (lit B 11y>2
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where

0 (fi8) = sup {|f(s,t)—f(x,y)|:J(s—x)%(t—y)zss}.

(s:1)(xy)eK

We have the following result:
Theorem 3.1. Let A = (a,,) be nonnegative regular summability matrix. Let (7}) be a
sequence of positive linear operators from H,«(K) into Cy(K). Assume that

Z anka(fO) - fO

k=1

(i7) st- lim,,_,o w*(f; J,) = 0, where

5,,=J withx/f=1//(5,t)=(1s+ * )2+( ! v )2.

s l+x 1+t_1+y
Then for all fe H,:(K)

-0

’

(§) st-limy, oo

Cg(K)

Z anka(I//)
k=1

Cg(K)

=0.
Cg(K)

o0
st - nlggo HI; aneTe(f) — f

Proof. Let fe H,:(K) be fixed and (x, y) € K be fixed. Using linearity and positivity
of the operators T} for all ne N, we have

> auTifixy) — fE )| < 3 anT(lf (s, 0) — ()% )

k=1 k=1
D anTelforxy) — folx,y)
k=1
s x )2 t %
°° * (1+5 - 1+x) + (l+t - 1+y)
<Y anTy| o™ |fis i J% Y

k=1

> anTe(fo;x,y) — fo(x,y)

k=1

+Ifllcs(x)

2 2
s X ) + t _ Y
1+s 1+x 1+t 1+y

s *(f;8)ix,y

. \/ (
< Zanka 1+
k=1

> anTe(fo:x,y) — fo(x,y)

k=1
( s x )2 +ft Y 2
1+s 1+x 1+t 1+y

+ [Ifllcs)

o0
< Zankw*(f;S)Tk 1+

) Xy
k=1 8
+ sy | aneTi(fo; x,¥) — folx,y)
k=1
oo o0
< w*(f;98) Zanka(fo;x, Y) = folxy) | +lifllco! Zanka(fo;x, y) — fol(x,y)
k=1 k=1

.rr 0*(f; ) — s X \2 ¢ y \
rr(fid) 82 ;anka(<(l+5_1+x) +(1+t_1+y> Y
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Hence
oo
Zanka(f) _f
k=1 C(K)
o0 [e¢]
< Wl | Y anTe(fo) — fo + 0" (£;8)[ D anTi(fo) — fo
k=1 Cs(K) k=1 Cs(K)
S Za,,ka(w) +o*(f; 8).
k=1 Cs(K)

Now if we choose § := §, := \/HZ:: anka(w)Hc ® then
- B

Y anTi(f) = f

k=1

Cp(K)

Z ane T (fo) — fo

k=1

< fllesy

Cp(K)

Z ane T (fo) — fo

k=1

+w*(f; 8n) + 20*(f; 8n).

Cg(K)

Therefore

Y anTi(f) = f

k=1

C(K)

Z aneTe(fo) — fo

k=1

Cg(K)

Z aneTi(fo) — fo

k=1

+*(f; 8) + " (fi8n) ¢

Cp(K)

where M = max{2, ||f||cB(1<)}. Now, for a given r > 0, choose ¢ > 0 such that ¢ >r. Let

us write
o0
E:=n: Zanka(f;x,y)—f(x,y) >r¢,
k=1 Cp(K)
oo
Ey:=4n: | D anTi(forxy) —fo(x.y) > ot
k=1 Cp(K)
E, = {n.a) (f; 80) > SK}'
> T
Es = {n:o*(f; ) Zanka(fO;x, 7) — fo(x,y) >
k=1

Cp(K)

Then E © E; U E, U E3 and therefore J(E) < 6(E;) + o(E,) + d(E3). Using conditions

(i) and (ii) we conclude



Mursaleen and Alotaibi Advances in Difference Equations 2012, 2012:65
http://www.advancesindifferenceequations.com/content/2012/1/65

st- lim =0.
n—oo

Y anTi(f) — f
k=1

Cs(K)

This completes the proof of the theorem.
4 Example and the concluding remark
We show that the following double sequence of positive linear operators satisfies the
conditions of Theorem 2.1 but does not satisfy the conditions of Corollary 2.2 and
Theorem 2.1 of [8].

Example 4.1. Consider the following Bleimann et al. [20] (of two variables) opera-
tors:

o 1 . j k n\ (n\ .,
Balfixy) = (1+x)"(1+p)" ;kz_o:f(n—]# 1'n—k+ 1) (}) (k>x]y, (1)

where fe H,(K), K = [0, «) x [0, ) and ne N.

Since
n m )
(1+x)" =Z( R EZ
=0 \J
it is easy to see that
Bu(fo;x,y) = 1 =fo(x,y).

Also by simple calculation, we obtain

X

n x
B"(fl'x')/)zn+1< )_) 1+x=f1(x')/)'

1+x

and

n 4 4
Bu(f2;x,y) = = ,Y).
n(hixy) n+1(1+y)_)1+y h(xy)

Finally, we get
Bu(f3ix,y)

(n—1) 2
=rznn+1)12<1ix) +(n+n1)2(1ix>
nn—=1)( v \° n y
* (n+1)2<1+y) +(n+1)2<1+y)
2
_>(1ix>2+<1)iy) =f3(x,y).

Now, take A = C(1, 1) and define u = (u,,) by (1.1). Let the operator L, : H,(K) — Cz
(K) be defined by

La(f;%,9) = (1 + uy)Bu(f; x,9).

It is easy to see that the sequence (L,) satisfies the conditions (2.1)-(2.4). Hence by
Theorem 2.1, we have
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m—00

)
st- lim Zaann(f; X, )/) _f(x' Y)
n=1

C(K)

R
=st- lim ZLn(f;x,)’)—f(x:)’) =0.
m n=1 Cg(K)

On the other hand, the sequence (L,,) does not satisfy the conditions of Theorem A and
Corollary 2.2 and Theorem 2.1 of [8], since (L,) is neither convergent nor statistically (nor
A-statistically) convergent. That is, Theorem A, Corollary 2.2 and Theorem 2.1 of [8] do
not work for our operators L,. Hence our Theorem 2.1 is stronger than Corollary 2.2 and
Theorem 2.1 of [8].
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