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We consider the stability problem for the difference system $x_{n}=A x_{n-1}+B x_{n-k}$, where $A$, $B$ are real matrixes and the delay $k$ is a positive integer. In the case $A=-I$, the equation is asymptotically stable if and only if all eigenvalues of the matrix $B$ lie inside a special stability oval in the complex plane. If $k$ is odd, then the oval is in the right half-plane, otherwise, in the left half-plane. If $\|A\|+\|B\|<1$, then the equation is asymptotically stable. We derive explicit sufficient stability conditions for $A \simeq I$ and $A \simeq-I$.
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## 1. Introduction

Our purpose is to investigate the stability of the system

$$
\begin{equation*}
x_{n}=A x_{n-1}+B x_{n-k}, \tag{1.1}
\end{equation*}
$$

where $A, B$ are $(m \times m)$ real matrixes, $x_{n}: \mathbb{N} \rightarrow \mathbb{R}^{m}$, a positive integer $k$ is a delay. The structure of the solution of equation $x_{n}=A x_{n-1}+B x_{n-k}+f_{n}$ with commutative matrixes $A, B$ is considered in [6]. A similar scalar equation

$$
\begin{equation*}
x_{n}=a x_{n-1}+b x_{n-k}, \tag{1.2}
\end{equation*}
$$

where $a, b$ are real numbers, was studied by Kuruklis [8] and Papanicolaou [15]. The following assertion describes the boundaries of the stability domain for (1.2) in the ( $a, b$ ) plane (see also Figure 1.1).

Theorem 1.1 (see [7, Theorem 2]). The zero solution of (1.2) with $k>1$ is asymptotically stable if and only if the pair $(a, b)$ is the internal point of the finite domain bounded by the


Figure 1.1. The stability domains of (1.2). (a) $k$ is odd, $k>1$. (b) $k$ is even. The Cohn domain boundary $|a|+|b|=1$ are shown both in (a), (b).

## following lines:

(I) $a+b=1$,
(II) $a=-\sin k \omega / \sin (k-1) \omega, b=(-1)^{k+1} \sin \omega / \sin (k-1) \omega$,
(III) $(-1)^{k} b-a=1$,
(IV) $a=\sin k \omega / \sin (k-1) \omega, b=-\sin \omega / \sin (k-1) \omega$, where $\omega$ varies between 0 and $\pi / k$.

It follows from Cohn's results [3] that (1.2) is asymptotically stable provided that

$$
\begin{equation*}
|a|+|b|<1 . \tag{1.3}
\end{equation*}
$$

A special case of (1.2), namely, the scalar equation $x_{n}=x_{n-1}+b x_{n-k}$, was studied by Levin and May [9]. They established that the equation is asymptotically stable if and only if $2 \sin (\pi / 2(2 k-1))>-b>0$. Scalar equation with two delays $x_{n}=a x_{n-m}+b x_{n-k}$, more compound than (1.2), was investigated by Dannan [5], Kipnis and Nigmatulin [7], and Nikolaev [13, 14].

The matrix equation

$$
\begin{equation*}
x_{n}=x_{n-1}+B x_{n-k}, \tag{1.4}
\end{equation*}
$$

where $B$ is an $(m \times m)$ real matrix, $x_{n}: \mathbb{N} \rightarrow \mathbb{R}^{m}$, a positive integer $k$ is a delay, was investigated by Levitskaya [10]. She transferred Rekhlitskii's result [16] about the differential equation $\dot{x}=A x(t-\tau)$, where a positive $\tau$ is a delay, $A$ is a real matrix, to the difference equations. She established that (1.4) is asymptotically stable if and only if any eigenvalue of the matrix $B$ lies inside the oval of the complex plane bounded by a curve

$$
\begin{equation*}
\Gamma=\left\{z \in \mathbb{C}: z=2 i \sin \frac{\varphi}{2 k-1} e^{i \varphi},-\frac{\pi}{2} \leq \varphi \leq \frac{\pi}{2}\right\} . \tag{1.5}
\end{equation*}
$$

Our first problem is to obtain a characteristic equation for (1.1). Second problem is to obtain the necessary and sufficient condition in terms of the eigenvalues location of the matrix $B$ for the asymptotic stability of the equation

$$
\begin{equation*}
x_{n}=-x_{n-1}+B x_{n-k}, \tag{1.6}
\end{equation*}
$$

where $B$ is a real $(m \times m)$ matrix. Further, we give a sufficient condition for the asymptotic stability of (1.1) similar with the Cohn condition (1.3). Finally, we give explicit sufficient stability conditions for (1.1) in cases $A \simeq I$ and $A \simeq-I$, that is, when (1.1) looks like (1.4) and (1.6), respectively.

## 2. Characteristic equation of (1.1)

The following theorem deals with the stability of the linear system:

$$
\begin{equation*}
x_{n}=\sum_{i=1}^{k} A_{i} x_{n-i}, \tag{2.1}
\end{equation*}
$$

where $A_{i}$ are $(m \times m)$ real matrixes $(i=1,2, \ldots, k), x_{n}: \mathbb{N} \rightarrow \mathbb{R}^{m}$. The equations of type (2.1) in a Banach space were investigated in [1].

Theorem 2.1. Equation (2.1) is asymptotically stable if and only if all roots of the equation

$$
\begin{equation*}
\operatorname{det}\left(I z^{k}-\sum_{i=1}^{k} A_{i} z^{k-i}\right)=0 \tag{2.2}
\end{equation*}
$$

lie inside the unit disk. If at least one root of (2.2) lies outside of the unit disk, then (2.1) is unstable.

Proof. Consider a generating function $x(z)=\sum_{n=0}^{\infty} x_{n} z^{n}$ of the sequence $x_{n}(n \geq 0)$. For the solution of (2.1), the following equality holds:

$$
\begin{equation*}
x(z)-\sum_{i=1}^{k} A_{i}\left(\sum_{j=0}^{i-1} x_{j-i} z^{j}+x(z) z^{i}\right)=0 \tag{2.3}
\end{equation*}
$$

Here $x_{-1}, \ldots, x_{-k}$ are the initial conditions. From (2.3), we have $\left(I-\sum_{i=1}^{k} A_{i} z^{i}\right) x(z)=$ $F(z)$, where $F(z)$ is an $(m \times 1)$ matrix whose elements are polynomials. Hence,

$$
\begin{equation*}
x(z)=\frac{1}{\operatorname{det}\left(I-\sum_{i=1}^{k} A_{i} z^{i}\right)} Q(z), \tag{2.4}
\end{equation*}
$$

where $Q(z)$ is another $(m \times 1)$ matrix whose elements are polynomials. If all roots of (2.2) lie inside the unit disk, then all roots of the denominator of (2.4) lie outside the unit disk, and consequently, $x(z)$ may be expanded in a power series with the radius of convergence greater than 1 . Hence, $x_{n}$ tends to 0 exponentially with $n \rightarrow \infty$ regardless of the initial conditions. It follows that (2.1) is asymptotically stable.

Let there exist a root $z$ of (2.2), such that $|z| \geq 1$. We will seek for the solution of (2.1) in the form $x_{n}=D z^{n}$, where $D \in \mathbb{C}^{m}, D \neq 0$. Then we obtain $\left(I z^{k}-\sum_{i=1}^{k} A_{i} z^{k-i}\right) D=0$. This system is degenerate. Hence, there exists nonzero solution $D$, and $x_{n}=D z^{n}$ does not tend to zero as $n \rightarrow \infty$. Both real sequences $x_{n}=\operatorname{Re} D z^{n}$ and $x_{n}=\operatorname{Im} D z^{n}$ are solutions of (2.1), and at least one of them does not tend to zero. Hence, (2.1) is not asymptotically
stable. If, in addition, $|z|>1$, then the solution $x_{n}=D z^{n}$ is unbounded. At least one of the real sequences $x_{n}=\operatorname{Re} D z^{n}$ or $x_{n}=\operatorname{Im} D z^{n}$ is unbounded, and (2.1) is unstable.

Corollary 2.2. Equation (1.1) is asymptotically stable if and only if all roots of the equation

$$
\begin{equation*}
\operatorname{det}\left(B+A z^{k-1}-I z^{k}\right)=0 \tag{2.5}
\end{equation*}
$$

lie inside the unit disk. If at least one root of (2.5) lies outside the unit disk, then (1.1) is unstable.

A question arises: can we formulate a necessary and sufficient condition for the asymptotic stability of (1.1) in terms of restrictions on the eigenvalues of matrixes $A$ and $B$ ? The answer is no, as indicated by the following example.

Example 2.3. Consider the equation $x_{n}=A x_{n-1}+B x_{n-3}$, where $B=\left(\begin{array}{cc}-0.1 & 0.3 \\ 0.1 & 0.2\end{array}\right)$. In case $A=$ $\left(\begin{array}{cc}0.1 & -0.6 \\ -0.7 & 0.2\end{array}\right)$, the equation is asymptotically stable by the Corollary 2.2. However, if $A=$ $\left(\begin{array}{cc}-0.2 & 0.6 \\ 0.5 & 0.5\end{array}\right)$, then it is unstable, although eigenvalues of the matrix $A$ are $\lambda_{1}=0.8, \lambda_{2}=-0.5$ in both cases.

If $k>1$ and $|b|>1$, then the scalar equation (1.2) is unstable (Figure 1.1). We obtain a similar result for the matrix equations (1.1) and (2.1).

Theorem 2.4. If $\left|\operatorname{det} A_{k}\right|>1$, then (2.1) is unstable.
Proof. The characteristic equation (2.2) has the form

$$
\begin{equation*}
\operatorname{det}\left(I z^{k}-\sum_{i=1}^{k} A_{i} z^{k-i}\right) \equiv P(z) \equiv \sum_{i=0}^{k m} a_{i} z^{i}=0 \tag{2.6}
\end{equation*}
$$

where $a_{k m}=1$. We put $z=0$ in (2.6) and obtain $\left|a_{0}\right|=\left|\operatorname{det} A_{k}\right|>1$. Hence, there exists a root of the polynomial $P(z)$ outside of the unit disk, since $\left|a_{0}\right|$ is the modulus of product of all roots of $P(z)$.

Corollary 2.5. If $k>1$ and $|\operatorname{det} B|>1$, then (1.1) is unstable.

## 3. Stability ovals for (1.6)

Theorem 3.1. The system (1.6) is asymptotically stable if and only if all eigenvalues of the matrix B lie inside the region of the complex plane bounded by the curve

$$
\begin{equation*}
\Gamma=\left\{z \in \mathbb{C}: z=(-1)^{k} 2 i \sin \frac{\varphi}{2 k-1} e^{i \varphi},-\frac{\pi}{2} \leq \varphi \leq \frac{\pi}{2}\right\} . \tag{3.1}
\end{equation*}
$$

Proof. We first consider the scalar equation

$$
\begin{equation*}
x_{n}=-x_{n-1}+\lambda x_{n-k}, \tag{3.2}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$. The characteristic equation for (3.2) is

$$
\begin{equation*}
z^{k}+z^{k-1}=\lambda \tag{3.3}
\end{equation*}
$$

Writing $z=-v$ in (3.3) gives

$$
\begin{equation*}
v^{k}-v^{k-1}=(-1)^{k} \lambda . \tag{3.4}
\end{equation*}
$$

But all roots of the equation

$$
\begin{equation*}
z^{k}-z^{k-1}=\lambda \tag{3.5}
\end{equation*}
$$

lie inside the unit disk if and only if $\lambda$ lies inside the region of the complex plane bounded by the curve (1.5). A proof of this fact had been given in [10, Theorem 1]. Therefore, all roots of (3.4), as well as (3.3), lie inside the unit disk if and only if $\lambda$ lies inside the oval (3.1).

Return to the matrix equation (1.6). It follows from Corollary 2.2 that the characteristic equation for the system (1.6) is

$$
\begin{equation*}
\operatorname{det}\left(B-I\left(z^{k}+z^{k-1}\right)\right)=0 . \tag{3.6}
\end{equation*}
$$

Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ be the eigenvalues of $B$. Consider the equation (cf. (3.3))

$$
\begin{equation*}
z^{k}+z^{k-1}=\lambda_{i}, \quad i=1,2, \ldots, m \tag{3.7}
\end{equation*}
$$

If each root of any equation (3.7) lies inside the unit disk, then each solution of (3.6) lies inside the unit disk, and conversely. The inclusion of all solutions of (3.7) in the unit disk is the condition for number $\lambda_{i}$ to belong to the interior of oval (3.1). Thus, system (1.6) is asymptotically stable if and only if all eigenvalues of $B$ lie inside the oval bounded by the curve (3.1).

Stability ovals for (1.6) are displayed in Figure 3.1.
Projection of the results of Theorem 3.1 onto the real axis gives the following addition to the classical result of Levin and May [9], mentioned in the introduction.

Corollary 3.2. The scalar equation (3.2) with $\lambda \in \mathbb{R}$ is asymptotically stable if and only if

$$
\begin{equation*}
2 \sin \frac{\pi}{2(2 k-1)}>(-1)^{k+1} \lambda>0 \tag{3.8}
\end{equation*}
$$

Remark 3.3. If $k=1$, then the stability oval is the disk of radius 1 centered at $(1+0 i)$. If $k$ is odd in (1.6), then stability oval is located in the right half-plane, if $k$ is even, then it is located in the left half-plane. Therefore, it is necessary for asymptotic stability of (1.6) that the condition $\operatorname{Re} \lambda_{i}>0$ with $k$ odd and the condition $\operatorname{Re} \lambda_{i}<0$ with $k$ even hold. Here $\lambda_{i}(1 \leq i \leq m)$ are the eigenvalues of $B$. Compare it with scalar equation (1.2) and its stability domain in Figure 1.1. We see that with $a=-1$ in (1.2), the condition $b>0$ is necessary for asymptotic stability with $k$ odd, while $b<0$ is necessary with $k$ even. The similarity is evident.

Corollary 3.4. If there exist eigenvalues $\lambda_{1}, \lambda_{2}$ of $B$, such that $\operatorname{Re} \lambda_{1}>0, \operatorname{Re} \lambda_{2}<0$, then (1.6) is unstable with any $k$.


Figure 3.1. Stability ovals for the system (1.6). The arrows represent the eigenvalues of a matrix $B$ in Example 3.6.

Now we are in a position to strengthen Corollary 2.5 for (1.4) and (1.6).
Theorem 3.5. If the system (1.4) (the system (1.6)) is asymptotically stable, then all eigenvalues of $B$ lie inside the unit disk.

Proof. It is sufficient to consider the stability ovals (1.5) and (3.1) and to remark that $|2 \sin (\pi / 2(2 k-1))| \leq 1$ for $k>1$.

Example 3.6. Consider (1.6) with $B=\left(\begin{array}{cc}0.5 & 1.3 \\ -0.5 & -1.1\end{array}\right)$. Eigenvalues of the matrix $B$ are $\lambda_{1,2}=$ $-0.3 \pm 0.1 i$. Configuration of the $\lambda_{1}, \lambda_{2}$, and the stability ovals (see Figure 3.1) indicates that the equation is asymptotically stable for $k=2,4$ and unstable for $k=1,3$, and for any $k>4$.

## 4. Explicit stability conditions for (1.1)

In what follows, $\|\cdot\|$ is any matrix norm which satisfies the following conditions:
(I) $\|A\| \geq 0$, and $\|A\|=0$ if and only if $A=0$,
(II) for each $c \in \mathbb{R},\|c A\|=|c| \cdot\|A\|$,
(III) $\|A+B\| \leq\|A\|+\|B\|$,
(IV) $\|A B\| \leq\|A\| \cdot\|B\|$ for all $(m \times m)$ matrices $A, B$.

In addition, matrix norm should be concordant with the vector norm $\|\cdot\|_{*}$, that is,

$$
\begin{equation*}
\|A x\|_{*} \leq\|A\| \cdot\|x\|_{*} \tag{4.1}
\end{equation*}
$$

for all $x \in \mathbb{R}^{m}$ and any $(m \times m)$ matrix $A$.
For real $(m \times m)$ matrix $A$, we define, as usual, $\|A\|_{1}=\max _{1 \leq j \leq m} \sum_{i=1}^{m}\left|a_{i j}\right|$ and $\|A\|_{\infty}=$ $\max _{1 \leq i \leq m} \sum_{j=1}^{m}\left|a_{i j}\right|$.

We will give a Cohn-type sufficient stability condition [3] for (2.1) (see also [2, Theorem 2.1] and [11, Theorem 2]).
Theorem 4.1. If $\sum_{i=1}^{k}\left\|A_{i}\right\|<1$, then (2.1) is asymptotically stable.

Proof. Assume that $\max \left(\left\|x_{-1}\right\|, \ldots,\left\|x_{-k}\right\|\right)=M$ and $\sum_{i=1}^{k}\left\|A_{i}\right\|=b<1$. Sequentially for $n=0,1, \ldots, k-1$, we have

$$
\begin{equation*}
\left\|x_{n}\right\|=\left\|\sum_{i=1}^{k} A_{i} x_{n-i}\right\| \leq \sum_{i=1}^{k}\left\|A_{i}\right\| M=b M<M . \tag{4.2}
\end{equation*}
$$

Then for $n=k, k+1, \ldots, 2 k-1$, we derive sequentially

$$
\begin{equation*}
\left\|x_{n}\right\|=\left\|\sum_{i=1}^{k} A_{i} x_{n-i}\right\| \leq \sum_{i=1}^{k}\left\|A_{i}\right\| b M=b^{2} M<b M . \tag{4.3}
\end{equation*}
$$

Furthermore, for $n \geq r k, r \in \mathbb{N}$, we deduce similarly that $\left\|x_{n}\right\| \leq b^{r+1} M$.
Next Corollary gives a delay-independent Cohn-type stability condition for (1.1).
Corollary 4.2. If

$$
\begin{equation*}
\|A\|+\|B\|<1, \tag{4.4}
\end{equation*}
$$

then (1.1) is asymptotically stable.
Example 4.3. Consider (1.1) with $A=\left(\begin{array}{cc}-0.5 & 0 \\ 0.4 & 0.1\end{array}\right), B=\left(\begin{array}{cc}0.3 & -0.1 \\ -0.2 & 0.2\end{array}\right)$. We have $\|A\|_{1}+\|B\|_{1}=$ $1.4>1$, but $\|A\|_{\infty}+\|B\|_{\infty}=0.9<1$. By Corollary 4.2 , the equation is asymptotically stable for any delay $k$.

Some additional domains to the Cohn domain for scalar variant of (2.1) were described in [2, Theorem 2.3, Corollary 2.4] employing the Halanay-type inequalities. In the spirit of [2] and earlier work [4], we will give a sufficient stability condition of (1.1), additional to Cohn-type condition (4.4). The following result is convenient for application to (1.1) when $\|A-I\| \ll 1$ and $\|B\| \ll 1$.

Theorem 4.4. If

$$
\begin{equation*}
\|A+B\|+(k-1)\|B\|(\|A-I\|+\|B\|)<1, \tag{4.5}
\end{equation*}
$$

then (1.1) is asymptotically stable.
Proof. Let us rewrite (1.1),

$$
\begin{align*}
x_{n} & =(A+B) x_{n-1}-B\left(x_{n-1}-x_{n-k}\right) \\
& =(A+B) x_{n-1}-B \sum_{i=1}^{k-1}\left(x_{n-i}-x_{n-i-1}\right)  \tag{4.6}\\
& =(A+B) x_{n-1}-B \sum_{i=1}^{k-1}\left((A-I) x_{n-i-1}+B x_{n-k-i}\right) .
\end{align*}
$$

Combining Theorem 4.1 with (4.6), we obtain the conclusion of the theorem.

Example 4.5. Consider (1.1) with $A=\left(\begin{array}{cc}1.01 & -0.02 \\ 0 & 1.01\end{array}\right)$ and $B=\left(\begin{array}{cc}-0.2 \\ 0.01 & -0.2\end{array}\right)$. It is easily seen that $\|A\|+\|B\|>1$ for any norm $\|\cdot\|$. The Cohn-type condition (4.4) cannot be applied. However, $\|A+B\|_{1}+(k-1)\|B\|_{1}\left(\|A-I\|_{1}+\|B\|_{1}\right)=0.83+(k-1) 0.0504$. Hence, Theorem 4.4 guarantees asymptotic stability of (1.1) for $k=1,2,3,4$. Additional calculations, based on Corollary 2.2, give instability for $k>4$.

A lot of explicit stability conditions for scalar equations (see, e.g., $[2,11,4,12]$ ) can be translated to the language of linear systems (1.1). However, we will indicate a new phenomenon. We introduce an additional stability condition for (1.1) depending on whether the delay $k$ is odd or even. The condition is convenient for applications to (1.1) when $\|A+I\| \ll 1$ and $\|B\| \ll 1$.

Theorem 4.6. If

$$
\begin{equation*}
\left\|A+(-1)^{k+1} B\right\|+(k-1)\|B\|(\|A+I\|+\|B\|)<1, \tag{4.7}
\end{equation*}
$$

then (1.1) is asymptotically stable.
Proof. Assume $k$ is odd. Let us rewrite (1.1) as

$$
\begin{align*}
x_{n} & =(A+B) x_{n-1}-B\left(x_{n-1}-x_{n-k}\right) \\
& =(A+B) x_{n-1}-B \sum_{i=1}^{k-1}(-1)^{i+1}\left((A+I) x_{n-i-1}+B x_{n-k-i}\right) . \tag{4.8}
\end{align*}
$$

The conclusion of the theorem is a consequence of Theorem 4.1 and (4.8).
Now suppose that $k$ is even. We rewrite (1.1) as

$$
\begin{align*}
x_{n} & =(A-B) x_{n-1}+B\left(x_{n-1}+x_{n-k}\right) \\
& =(A-B) x_{n-1}+B \sum_{i=1}^{k-1}(-1)^{i+1}\left((A+I) x_{n-i-1}+B x_{n-k-i}\right) . \tag{4.9}
\end{align*}
$$

The proof is completed by the same arguments as in the preceding case.
Example 4.7. Consider (1.1) with $A=\left(\begin{array}{cc}-1.01 & -0.02 \\ 0 & -1.01\end{array}\right)$ and $B=\left(\begin{array}{cc}-0.2 & 0 \\ 0.01 & -0.2\end{array}\right)$ (cf. Example 4.5). The Cohn-type condition (4.4) cannot be applied. For odd values of $k$, Theorem 4.6 is useless: $\|A+B\|>1$ for any norm $\|\cdot\|$, hence (4.7) fails when $k$ is odd. For even values of $k$, we have $\|A-B\|_{1}+(k-1)\|B\|_{1}\left(\|A+I\|_{1}+\|B\|_{1}\right)=0.83+(k-1) 0.0504$. Theorem 4.6 now implies asymptotic stability of the equation for $k=2$ and $k=4$. Additional calculations of the roots of characteristic equation (2.5) give instability for $k=1, k=3$, and for any $k>4$.
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