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Abstract

By formulating a new contraction mapping on a product space, the authors originally
employed Banach fixed point theorem to derive the LMI-based robust exponential
stability criterion for impulsive BAM neural networks with distributed delays and
uncertain parameters. Numerical example illuminates that the new criterion is not
worse than the existing results derived by Lyapunov functional method. Hence both
the methods and the results of this paper are really novel to a certain extent.
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1 Introduction

In [1], Kosko proposed originally the time-delay differential equations as follows:

B0 - —ai(t) + YL e 0t —T) + Ly Lo 0 L
DO~ biyi©)+ S dig e - o)+ S T '
which belongs to the so-called bidirectional associative memory (BAM) neural networks.
Here, the parameters a; > 0,b; > 0 denote the time scales of the respective layers of the
network. The first term in each of the right sides of system (1.1) corresponds to a stabiliz-
ing negative feedback of the system which acts instantaneously without time delay. These
terms are known as forgetting or leakage terms [2, 3]. Since then, various generalized BAM
neural networks have become a hot research topic due to their potential applications in
associative memory, parallel computation, artificial intelligence, and signal and image pro-
cesses [4, 5]. However, the above successful applications often depend on whether the
system has a certain stability, and the robust stability always plays an important role. In
recent decades, stability analyses of neural networks have attracted the attention of many
researchers (see e.g. [6—30]). The Lyapunov function method was always employed in the
existing literature to obtain stability criteria. But any method has its limitations. As one of
the alternative methods, fixed point theorems played positive roles in the stability analysis
of BAM neural networks (see e.g. [31, 32]). Some stability criteria of BAM neural networks
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without impulse were derived by fixed point theorems. But the impulsive model of BAM
neural networks has rarely been investigated. Besides, there are a lot of other factors and
problems in practical engineering. In fact, there exist parameter errors unavoidable in
factual systems due to aging of electronic components, external disturbance, and param-
eter perturbations. It is very important to ensure that the system is stable with respect to
these uncertainties. So, in this paper, the contraction mapping principle and linear matrix
inequalities (LMIs) technique are applied to generate the LMI-based exponential robust
stability criterion for the impulsive BAM neural networks model with distributed delays
and uncertain parameters. Finally, a numerical example and two comparable tables are
presented to show the novelty and effectiveness of the derived result.

For the sake of convenience, we introduce the following standard notations.

o L =(ljj)uxn >0 (<0): a positive (negative) definite matrix, i.e., yTLy > 0 (< 0) for any
0F4yeR".
L = (ljj)nxn = 0 (< 0): a semi-positive (semi-negative) definite matrix, i.e.,
yTLy > 0(< 0) forany y € R".
o L e[-L* L*] implies that |J;;| < [}; for all ,j with L = (/;j);x, and L* = (l;‘j),,xn.

=L
o Ly > Ly (Ly < Ly): this means matrix (L; — Ly) is a semi-positive (semi-negative)

.

definite matrix.
o Ly > Ly (L1 < Ly): this means matrix (L; — Lp) is a positive (negative) definite matrix.
o Amax (D), Amin(P) denotes the largest and smallest eigenvalue of matrix @, respective.
+ Denote |L| = (|£])nxn for any matrix L = (4;)nxn.
o |ul = (lw), |ual,..., |u,|)T for any vector u = (uy, us, ..., u,)’ € R".
o u < (>)vimplies that u; < (>)v;, Vi, and u < (>)v implies that u; < (>)v;, Vi, for any
vectors u = (uy, Us, ..., u,)T € R" and v = (v, vs,...,v,)T € R™.
+ I: the identity matrix with compatible dimension.
« Denote vector u = (1,1,...,1)T e R".

Remark 1 The main purpose of this paper is to obtain the LMI-based robust stability
criteria of BAM neural networks with uncertain parameters by using the Banach fixed
point theorem. To overcome mathematical difficulties, it is necessary to formulate a novel
contraction mapping. Therefore, the following main task is to construct a new contraction
mapping on the space suitable, and prove that the fixed point of this mapping is the robust
stability solution of the BAM neural network.

2 Preliminaries
The physical background of the following integro-differential equations is in the BAM
neural networks (see e.g. [33, 34]):

B0 = —(A+ AAD)(E) + (C + ACE)F (1))
+ (M + AM) [L, o fO$)ds, t> 0,641,

DO — —(B+ AB(1)y(t) + (D + AD(t)g(x(1)) 2.1)
+(W+ AW @) [, 85D ds, £2 0,671,

©(5) - x(5) = (), V) -y(E) =o0), k=12,...,

with the initial condition

x(s)=&(s)  y(s)=n(s), se[-7,0], (2.2)
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where x = (x1,%2,...,%4),¥ = (Y1, ¥2, ..., ¥n) € R" with x;(t), y;(£) being the state variables of
the ith neuron and the jth neuron at time ¢, respectively. Also f(x) = (fi(x1(2)),fo(x2(2)),
e fa e (ONT, g(x) = (@ (x1(8)), @2 (%2(2)), ..., g (x,(£)))T € R" are the neuron active func-
tions. Both A = diag(ay, ay, . ..,a,) and B = diag(by, b, ..., b,) are (n x n)-dimension posi-
tive definite matrices with a; and b; denoting the rate with which the ith neuron and the
jth neuron will reset their potential to the resting state in isolation when disconnected
from the networks and the external inputs, respectively. C and D denote the connection
weight matrices with (# x #) dimensions. M and W are the distributively delayed connec-
tion weight matrices with (# x n) dimensions. The parameter uncertainties considered
here are norm-bounded and of the following forms:

AA(t) € [_A*;A*]: AB(t) € [—B*,B*], AC(t) € [_C*; C*], ( )
2.3
AD(t) € [_D*)D*]’ A2\4(t) € [_M*;M*]r AW(t) € [_W*; W*],

where A,, B,, Cy, Dy, M, W, all are nonnegative matrices.

Assume, in addition, distributed delays t(¢), p(¢) € [0, 7]. The fixed impulsive moments
tr (k =,1,2,...) satisfy 0 < f; < tp < - -+ with limy_, . £ = +00. x(¢;) and x(£;) stand for the
right-hand and left-hand limit of x(¢) at time #, respectively. Further, suppose that

x(t) = }_igl x(t) = x(t), y(&) = tl_if{l y(t) =y(ty), k=12,.... (2.4)

Throughout this paper, we assume that f(0) = g(0) = ¢(0) = ¢(0) =0 € R”, and F =
diag(Fy, Fy,...,F,), G = diag(Gy, Gs, ..., G,), H = diag(Hy,H»,...,H,), and H = diag(H;,
‘Hs, ..., H,) are positive definite diagonal matrices, satisfying

(H1) [f(x) —fO)| < Flx-yl,x,y € R";

(H2) |g(x) —gW)| < Glx—yl,x,y € R";

(H3) lp(x) — ()| < Hlx —yl,x,y € R";

(H4) lo(x) — o) < Hlx-yl,x,y € R";

(H5) there exist nonnegative matrices Ay, By, Cy, Dy, M, W, satisfying (2.3).

Definition 2.1 System (2.1) with initial condition (2.2) shows globally exponential robust
stability in mean square for all admissible uncertainties if for any initial condition (E(s)) €

n(s)
C([-7,0],R*"), there exist positive constants a and b such that
#(t5,8,n) <be™™, forallt>0,
y(t; s,&,m)
for all admissible uncertainties in (2.3), where the norm || (;((,:t)) ) H = O @) +

S 012, and 1 = (X1, %)Y = Y15+, y) € R

Lemma 2.2 (Contraction mapping theorem [35]) Let P be a contraction operator on a
complete metric space ©, then there exists a unique point 6 € © for which P(6) = 6.

3 Global exponential robust stability via contraction mapping
For convenience, we may denote

C,=C+AC(t), D,=D+AD(t), M,=M+AM®), W,=W+AW().
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Before giving the LMI-based robust stability criterion, we may firstly present the follow-
ing fact.

Lemma 3.1 The impulsive system (2.1) with initial condition (2.2) is equivalent to the fol-
lowing integral equations with initial condition (2.2):

x(6)) _ eAHE0) + [y e [-AA(s)x(s) + Cf (3(s)) + M Joa SO drlds + 30, € %p(xy )}
() e B n(0) + [y €% (- AB(s)x(s) + Dog(x(s)) + W, [ g(r) drlds + Yo, ., € ol )} )
(3.1)
forallt >0, and x(s) = £(s), y(s) = n(s),s € [-7,0].

Proof Indeed, we only need to prove that each solution of system (3.1) with initial con-

dition (2.2) is a solution of the impulsive system (2.1) with initial condition (2.2), and the
converse is also true.

On the one hand, suppose that (;((f)) ) is a solution of (3.1) with initial condition (2.2).
Then we have

eMx(t) = £(0) + / A [_AA(s)x(s) + Cof (y(s)) +MS/ f() dr] ds
0 s—1(s)
+ Y hlxy).

O<ty<t

For t > 0, t # &, taking the derivative in both sides of the above equation results in

e““dx(t) + Aex(t) = i(e“”x(t)) =t [—AA(t)x(t) +Cf (9(0)) + M, /t F () dr:|,
dt dt t-(t)

or

dz(tt) + Ax(t) = —AA@)x(t) + Cof (v(2)) + Mt/ () dr,
t—(t)

which is the first equation of system (2.1). Similarly, we can also derive the second equation
of (2.1).

Moreover, as £ — £, we can get by (3.1)

x() = Jim x(t; - &) = #(5)), y(&) = lim y(5 - ) =y(), j=12...,

and

x(t) = lim (5 + £) = x(5) + P (x(1)),

(&) = lim y(t;+ &) =y(t) + d()(8)), j=12,....

g—>0%

Hence, we have proved that each solution of (3.1) with initial condition (2.2) is a solution
of (2.1) with initial condition (2.2).
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On the other hand, suppose that ( (t)) is a solution of (2.1) with initial condition (2.2).
Then multiplying both sides of the first equation of system (2.1) with e** results in

dx(t ¢
e 25:) +Aex(t) = e“”[—AA(t)x(t) +Cof (y(8)) + M, / f((s)) dsi|, t>0,t+t.
t—1(¢)
Moreover, integrating from f;_; + ¢ to t € (¢x_1, &) gives
eAx(t) = 2@y (g + €)

+/t eAS|: AA(s)x(s)+CJ(y(s) +M/ y(r) dr] ds,

which yields, after letting ¢ — 0%,

S

ex(t) = eMkVx(tr ) + / s |:—AA(s)x(s) + Cf (9(5)) + M,

k-1

F() dr] ds,

s—1(s)

t € (tg-1, tr)- (3.2)

Throughout this paper, we assume that ¢ is a sufficient small positive number. Now, taking
t = t; — € in (3.2) one obtains

M x(t - 8) = eM1x(t) )

+ /tkg e [—AA(s)x(s) + CJ(y(s)) +M

k1 s—1(s)

S

f (y(r)) dr] ds,

which yields by (2.4) and letting ¢ — 0*

Alx(ty) = eAfkflx(t/:_l) + / eAS[ AA(s)x(s) + CJ(y(s +M / y(r dr]
tk-1
Combining (3.2) and the above equation generates

Alx(t) = Akt +/ eAS[ AA(s)x(s) + Cf (¥(s)) +M/ F () dr:|

-1

= () + /

73

eAs[ AA(s)x(s) + Cj(y(s +M f y(r dr:|
+ M1 (x(t-)),

for all £ € (41, %), k =1,2,.... Thereby, we have

Ax(ty ) = 2x(ty ) + / s [—AA<s>x(s) + CF(5(6)

tk—2

+ M f r) dr] ds + et 260 (x(tx-2)),
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S

eA2x(ty) = eMx(t) + /tz e |:—AA(s)x(s) + Cof (y(s)) + M,

4

FO0) dr] ds

s—1(s)

+ et (x(n)),
eAx(t) = ¢(0) + /0 1 s [—AA(s)x(s) + Cof (¥(5)) + M ,/7 ( )f(y(r)) dr:| ds.

Synthesizing the above analysis results in the first equation of system (3.1). Similarly, the
second equation of system (3.1) can also be derived by system (2.1) with initial condition
(2.2). Hence, we have proved that each solution of (2.1) with initial condition (2.2) is that
of (3.1) with initial condition (2.2). This completes the proof. O

Theorem 3.2 The impulsive system (2.1) with initial condition (2.2) shows globally ex-
ponential robust stability in mean square for all admissible uncertainties if there exists a

positive number a < 1, satisfying the following two LMIs conditions:

A"+ (IC| + C*)F + t(IM| + M*)F + %H +AH —aA <0,

B*+(ID|+D*)G +t(|W|+ W*)G + %7—[ +BH -aB<0,

where § = infy_1, (tk1 — tx) > 0, and A*, B*,C*, D*, M*, W* are real matrices defined in
(2.3).

Proof To apply the contraction mapping theorem, we firstly define the complete metric
space Q2 = ©; x 2 as follows.

Let ; (i = 1,2) be the space consisting of functions ¢;(t) : [-t,00) — R”, satisfying

(a) gi(t) is continuous on t € [0, +00)\{£x}2o;;

(b) q1(2) =§(2), g2(¢) = n(?), for £ € [-7,0];

(©) lim;—s; gi() = qi(f), and lim,_ o+ q;(¢) exists, forall k =1,2,...;

(d) e’tqi(t) > 0 € R" as t — +00, where y > 0 is a positive constant, satisfying

y <min{AninA, AminB}.
It is not difficult to verify that the product space 2 is a complete metric space if it is

equipped with the following metric:

dist@§) =  max (sup|q<i>(t)-a<f>(t)), (3.3)

i=1,2,..,21-1,20 \g> ¢

where

— o (0O _ sy =@ —n) T
q—q(t)—<%(t)>—(q ®),47(),....4"(t)) €K,

~_~ _ al(t) _ (=) ~(2n) T
g=9() = (%(t)) =([@P®),....7°" @) €,

and g, € 2,4 € Qi = 1,2.
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Next, we want to formulate the contraction mapping P: Q2 — Q as follows:

p(FO) _ (6O + [ AR + CHOE) + M [ SO0 drids + T @ 9,))
20 ) T\ e (0 + [} 1= AB(s)x(s) + Dyglx(s)) + W [ gGe(r) drlds + Y, ()} )7

(3.4)

forall £ > 0, and

P (;Eg) = (iig) , forall¢e[-7,0]. (3.5)

From Lemma 3.1, it is obvious that each fixed point of P is a solution of system (2.1)
with initial condition (2.2), and each solution of system (2.1) with initial condition (2.2) is
a fixed point of P.

Below, we only need to prove that the mapping P defined as (3.4)-(3.5) is truly a con-
traction mapping from 2 into €2, which may be divided into two steps.

Step 1. We claim that P(Q2) C Q. That is, for any (;((g ) € Q, we shall prove that P(;((;) )
satisfies the conditions (a)-(d) of .

Indeed, it follows by the definition of P that P(;C((g ) satisfies the conditions (a)-(b). Be-

sides, because of

e—>0%

lim Zoqkdf_s eAtk(b(xtk) _ ZO<tk<t,' eAtk¢(xtk)
Zo<tk<ti7£ eBtng(ytk) ZO<tk<t]- eBtkgo(ytk)

and

e—>0%

lim ZO<tk<tj+5 eAtkd)(xtk) _ ZO<tk<t/ eAtkd)(xtk) + eAtj¢(xtj)
Zo<tk<tj+8 eBtk(p(ytk) ZO<tk<tj eBtk(p(ytk) eBtj‘p(ytj) ’

we can conclude directly from (3.4) that

tim p (*G =) _p(*®)

=0t \y(tj—¢) ¥(t)

lim P x(t +¢€) _p x(t)) .\ B (x()) ,
e>0t " \y(t +¢) y(t) ()

which implies that P(-) satisfies the condition (c).

and

Finally, we verify that P(-) satisfies the condition (d). In fact, we can conclude from
e’'x(t) — 0 and e’’y(t) — 0 that, for any given ¢ > 0, there exists a corresponding con-

stant t* > 7 such that

e x(t)| + €' y(t)| <ep, Vt=t*,where u=(L1,...,1)" eR".
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Next, we get by (H1)

erte !t /OteASCJ(y(S)) ds

* t
< e / I IF[y(s)] ds + e 471 / e |CIE|y(s)| ds. (3.6)
0 ¢

On the one hand, the boundedness assumption (2.3) produces |C| < (|C| + C*)u, and
then

t*
g A-rDt / e |C,|F|y(s)| ds
0

< tre ArDEAL (ICl + C*)F[max( sup |yi(s)|>]u —0eR", t— 0. (3.7)

s€[0,£%]

Remark that the convergence in (3.7) is in the sense of the metric defined as (3.3). Below,
all the cases of convergence are in the sense of the metric defined as (3.3), and we need
not repeat it anywhere else.

Due to (2.3), obviously there exists a positive number a, such that

(IC| + IM|)Fe < aopa.
So we have
t
e—(A—VI)t/ eAS|CS|F|y(S)|dS
t*

t
< se’(A’VI)t/ eArDs|C | Fuds
t

¢

ela1-v)t 0 0
“ay (ay-y)t
e
< —(A-yI)t 0 ax=y 0
=< &ape "
(an—y)t
0 0 0o <=

1 1 1\

=8ﬂ0< ) yeees ) . (38)
a—y ax—y an—Yy

Now, the arbitrariness of ¢ together with (3.6)-(3.8) implies that
t
e”te_m/ eCCf (y(s))ds— 0 € R", t— +oo. (3.9)
0
Similarly as the proof of (3.9), we can prove from (2.3) that
t
e”‘e””/ e (~AA(s)x(s)) ds > 0 € R", t— +0o. (3.10)
0

Further, the definition of y gives

e’leE(0) > 0 e R", t— +00. (3.11)
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Below, we estimate

e’'e ’At‘/ eASM/ f(y(r)) drds

<e - V”t/ | M, |/ r))| drds
se_(A‘Vm/ eASIMslf Ely(r)| drds
0 ST
t*+t s
se”e‘(A_”I)t/ e(A_”)S|MS|/ Fe'" |y(r)| drds
0 s—T

t s
+e’”e‘(A_"1)t/ e(A"’I)SIMSI/ Fe”’\y(r)|drds. (3.12)
*+T s—T

t

It follows by the definitions of 4, t*, and 7 that

t*+t s
0< e”e_(A_”I)t/ e(A_VI)S|MS|/ Fe""|y(r)| drds
0 s—T

t*+1 t*+t
§e”e’(‘4_)’1)t/ e(A_VI)S|MS|/ Fmax( sup e”"yi(r)|>udrds
0 -7 t

re[-t,t*+1]

t*+1
= eVTe_(A_VI)t/ e(A_VI)S|Ms|(t* +T+ r)Fmax( sup e”!yi(r)D,uds
0

i

re[-t,t*+71]
< e(A”I)'f|:(t* +21)e’" max( sup e |y; (r)|) (A-yDie*+7)
t rE[—r,t*+r]
t*+1
X / | M| F e ds] —0€eR", t— +oo, (3.13)
0

and

t s
e”e_(A_VI)t/ e(A_”I)S|M5|/ Fe'" |y(r)| drds
*tT s—T

t

t
< sraoe’”e_(A_“)t</ el4-rDs ds),u,
t*+1T

ela-v)t

i 0 .0
17

0 elaz—y)t 0
< etage’ Te At @y n

(an—y)t
0 0 .0 Ean_y
1 1 1\’
=¢g| tage’” , yeres . (3.14)
a—y ay-—Yy an—Y

Synthesizing (3.12)-(3.14) derives

e'te ‘At/ e M, / f(r)drds—0€eR", t— +oo. (3.15)
s—1(s)
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Combining (3.9)-(3.11) and (3.15) results in

Af{g(0)+/ eAS[ AA(s)x(s) + Cf (9(5)) +M/
t — +00.
Similarly, we can prove and obtain
e B (0 e®|-AB D, W,
e’e {n( )+/0 |: (s)x(s) + g(x(s) + /
t — +00.

In addition, we claim that if £ = +00,

Page 10 of 16
y(r) dr:| ds} — R",
(3.16)

r)) dr] ds} — R",

(3.17)

et <e_At D o<t<t eAtk¢(xtk)> _et |:<6_At D oc<er eAtk¢(xtk)>

e ZO<tk<t &P §0(y:k)

_At Zt*<tk<teA ¢(xtk)
e Zr*<tk<teB eOry)

In fact, on the one hand,

e D o<t <t* "k ()

)} — 0 eR™. (3.18)

eyt (e_At ZO<tk§t* eAtk(b(xtk)) = (e(VI_A)t Zo<tk§t* eAtkqs(xtk)) oo Rzn’

-B B
et ZO<tk§t* e**o(yy)

t— +00.

Below we shall prove

-At t
eVt (e Zt*<tk<t et kP (xy)

—0eRY™, t— +o0.
e Zt*<tk<t eBtk(/’(ylk))

e I=Br ZO<tk§t* eBtkq)(ytk)

(3.19)

(3.20)

Firstly, we may assume that ¢,,_; < t* < t,, and ¢; < £ < ;,, for any given ¢ > t*,

e'le -At Z eAtk¢(xtk)

t*<ty<t
e AT 4 3T <o (B — 1)) H,
Zf
5 .
et Gt £ 30y (bt = BT H,
e—(y—a1)t(56(ﬂry)t/+1 + ﬂll_y e(ul—y)t)]_[1
g
< o M
=3 :
e—(y—an)t(ge(an—y)lm + 1

(ar1—y)t
an—yeal ")H,,

which together with the arbitrariness of the positive number ¢ implies that

t— +00.

et Z e p(xy,) — 0 € R",

t*<tr<t
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Similarly, we can also obtain

e Bt Z P (y,) > 0€eR", t— +oo.

t*<tr<t

So we have proved (3.20). Moreover, combining (3.18)-(3.20) implies that
e’'p @) — 0€eRY”, t— +o00.
y(2)

Hence P(-) satisfies the condition (d). So we have proved that P(Q2) C €.

Step 2. Below, we only need to prove that the operator P: Q — 2 is a contraction map-

ping.

Indeed, for any (;((f)) ), (;C((tt)) ) € Q, we can get by the LMI conditions of Theorem 3.2

p x(t) _p x(t)
¥(t) y(t)
_ (e o €N IAABIaGs) ~F($)lds) (e [y e ICIIf((s) ~fG(s))] s
=\ e [ ePIABGs) Iy(s) — 7(s) ds ) \eB [y *1Dyl1g(x(s)) — g(%(s))| ds

e fo @Ml [ [ 6() = fG()  dr ds
e[S WAL [ laGx() - g(x() | dr dis

( et 20<t,<teAt | (xr, ) — ¢(xtk)|)
B Zo<tk<teB |§0(ytk (p(ytk

A A% A*1(|C| +C*Fpu e [ e (M| + M*)Fpuds

BB ) T\B(DI+ DG ) T\ e B LB (W + WG dr

e (Y <per, (B — 8)E + 8 H %0\ [0

a dist ,

e Py <ty (e = )P + 8P H y()) \3®
<[ ALA* A™Y(|C| + CHFp AY(M| + M*)Fp
=\ " \B1pr+ Dy6u ) T\ B W+ WG

1 (e ([, e’ ds+8e)Hu ] dist x(8)\ (%)
8 \e B[ eP ds + 8P YH y(t) )\

- (ATA* + AY(|Cl + CHF + TATH (M| + M*)F + sA™ H + H)p.
(B'B* + BY(ID| + D*)G + tBM(|W| + W*)G + B '"H + H)u

wdist [ (FP) (F¥
y(&) ) \¥(®)
<a H dist x(0) , af(t) ,
jz y(@) ) \¥(@®)
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where we assume ¢ < t < tj,; withj=0,1,2,.... Here, £, = 0. Hence

t x(t t x(t
dgist (2 (“), o (*O)) < waist | (79), (F9)),
() y(2) y(6)) \y()
where A™' and B! are the inverse matrices of A and B, respectively.

Therefore, P: Q@ — Q is a contraction mapping such that there exists the fixed point
(;((f)) ) of P in 2, which implies that (;((tt)) ) is a solution of the impulsive dynamic equations
(2.1) with the initial condition (2.2), satisfying e”‘ (;‘((tt)) )| = 0 as t — +oco. Therefore, the
impulsive equations (2.1)-(2.2) show globally exponential robust stability in mean square

for all admissible uncertainties. O

Remark 2 It is the first time one employs the contraction mapping theory to derive
the LMI-based exponential robust stability criterion for BAM neural networks with dis-
tributed delays and parameter uncertainties. So the obtained criterion is novel against

existing results (see below Remarks 3-5 and Tables 1 and 2).

If impulse behaviors are ignored, we can derive the following corollary from Theo-
rem 3.2.

Corollary 3.3 The following system with initial condition (2.2) shows globally exponential
robust stability in mean square for all admissible uncertainties:

LU = —(A+ AA@)x() + (C + ACEY (/) + (M + AM®)) [, f¥(5) ds,
t>0,

DO — —(B+ AB1)y() + (D + AD@)g(®) + (W + AW(®)) [ ) ¢(x(s)) ds,
t>0,

if there exists a positive number o < 1, satisfying the following two LMIs conditions:

A+ (|C| + C*)F+ r(|M| +M*)F—aA <0,

B*+(ID|+D*)G +t(|W|+ W*)G - aB <0,
where A*, B*, C*, D*, M*, W* are the real matrices defined in (2.3).

4 Numerical example
Example 1 Equip the impulsive system (2.1)-(2.2) with the following parameters:

B sin(0.1y1(¢)) B sin(0.2x1(2))
Sbw) = (0.2 sin(yz(t))>’ g(x0) = (o.lsin(xz(t))>’ “D

[ 0-3x1(£) cos(100.014) _ cos(0.3y1(t))
d’(x(tk))_( sin(0.2x, (&) ) ol (tk))_(0.2y2(tk)sin(1oo.01tk)>’ (42)

1. -0. .
Ao 9 0 ’ B 2 0 , Co 0.1 0.01 ’
0 2 0 18 0 0.2
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2
15} x1--green ; x2 black i
y1--blue ;y2red
1k |
2 o5f i
x
or i
-0.5F b
1 s s s s s s
0 5 10 15 20 25
Time t
Figure 1 State trajectory of the system for Example 1.

0.2 0.02 0.002 -0.001
D= ., M= ,
( 0 —O.l) (0.001 0.001 )
W= 0.008 -0.001 ’ Fe 01 O ’
0.001 0.001 0 0.2
02 0 03 0
G= , H-= =H,
0 01 0 02
.01 .01 . .
4o (001 00ty o foo3 o) (003 0
0 0.03 0.01 0.02 0.01 0.02
.01 .01 . . .
oo (000 ooy L foois o\ foom oo
0 0.02 0.01 0.012 0 0.018
Take t; = 0.3,¢; = tx_1 + 0.3k, and § = 0.5, 7(¢) = p(¢) = T = 2.1. Let x1(s) = tanhs, x,(s) =

0% y1(s) = 2sins, y5(s) = 2 cos(s + 0.5). Then we can use the matlab LMI toolbox to solve
the two LMI conditions in Theorem 3.2, obtaining the following datum feasible:

o =0.9885,

satisfying 0 < & < 1. Thereby, we can conclude from Theorem 3.2 that the impulsive equa-
tions (2.1)-(2.2) show globally exponential robust stability in mean square for all admissible

uncertainties (see Figure 1).

Remark 3 Example 1 can be studied by [36], Theorem 2, Example 1. Table 1 is presented
to compare our Example 1 with it. Our Example 1 illustrates the effectiveness of the LMI-
based criterion (Theorem 3.2). Although both [36], Theorem 2, and our Theorem 3.2 are
involved with BAM neural networks with distributed delays, our Theorem 3.2 includes an

impulse.
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Table 1 Numerical comparison of Theorem 3.2 with [36], Theorem 2, in Example 1

Impulse  Distributed delays ~ Upper bound of time-delays

[36], Theorem 2, Example T yes yes 19
Theorem 3.2, Example 1 yes yes 2.1

Table 2 Comparing our Theorem 3.2 with other existing results about BAM neural networks

models
OurTh.3.2 [37], Th. 4. [31],Th. 3.1 [32], [38],Th.3 [34], Thm. 1
Thms. 2-4
Impulse yes yes no no no no
Distributed delays yes no no no no yes
Parameter uncertainty ~ yes yes no no no no
Using fixed point theory yes no yes yes no no
BAM neural networks yes yes yes yes yes yes
model
Equations type integro- differential differential differential differential integro-
differential differential
LMI-based criterion yes yes no no no yes
Robustness of stability  yes yes no no no no
Stability type robust robust exponential  exponential  exponential  exponential

exponential  asymptotical

Remark 4 In Example 1, our upper bound of time-delays t = 2.1 while the upper bound
of time-delays of [36], Example 1, is 1.9, which implies that our obtained result is close to
some of the current good results. For this purpose, below we give another table to verify
it.

Remark 5 From Table 2, we can synthetically analyze the criteria involved to various
mathematical models, main methods, and the effectiveness of the conclusions. In sum-
mary, the different methods and models imply that our Theorem 3.2 is really novel against

existing results.

5 Conclusions

Impulsive uncertain BAM neural networks modeling brings about some mathematical dif-
ficulties to the applications of the contraction mapping theorem. Thereby, the contraction
mapping theorem has never been employed to derive the robust stability of the impulsive
uncertain BAM neural networks before our Theorem 3.2. Moreover, our new criterion
can easily be applied to the computer Matlab LMI toolbox. Example 1 illustrates the effec-
tiveness and feasibility by using the Matlab LMI toolbox. In addition, Tables 1 and 2 are

presented to show the novelty of our Theorem 3.2 (see Remarks 2-5).
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