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Abstract
In this work, we study and extend the one-dimensional fractional derivative to the
multidimensional space-time fractional derivative, determine the exact solution via
the Laplace transform, and develop mathematical foundations of the respective
operators. The multidimensional space-time fractional derivative is developed to
augment the equations. The results show that this method is effective, convenient,
and easily executable. The main advantage of the proposed approach is that it is an
accurate analytical method (the Laplace transform method) that can be implemented
for both space and time discretizations of the fractional derivatives and allows us to
present new solutions to problems by certain applications for solving space-time
fractional derivatives.
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1 Introduction
The integrals of integer order have clear physical interpretations in engineering and ge-
ometry and are features that help to solve applied problems in various scientific fields.
Fractional calculus describes and is used to model physical processes via fractional differ-
ential equations. In the past, the investigation of nonlinear equations of traveling-wave so-
lutions played an important role in the study of nonlinear physical phenomena (see [–]).
Fractional differential equations are used to model various physical phenomena in porous,
colloid materials, disordered, random, amorphous, geology, finance, and medicine [, ].
In [, , , ], many new mathematical models were developed to represent the limiting
distribution of a specified stochastic, and the developed models successfully employ frac-
tional derivatives in respective diffusion equations. Also, many physical situations were
observed using anomalous diffusion.

Bhrawy et al. [] proposed the implementation of a spectral method for time and space
discretizations. They presented a new and efficient algorithm for solving a time fractional
subdiffusion equation on a semiinfinite domain. The shifted Chebyshev-Gauss-Radau in-
terpolation method is adapted for time discretization, along with the Laguerre-Gauss-
Radau collocation scheme, which is used for space discretization on a semiinfinite domain.

Bhrawy [] adapted an operational matrix formulation of the collocation method for
one- and two-dimensional nonlinear fractional subdiffusion equations. They also used
both double and triple shifted Jacobi polynomials as basis functions to elucidate approxi-
mate solutions of one- and two-dimensional cases. The space-time fractional derivatives

© Ahmood and Kılıçman 2016. This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons
license, and indicate if changes were made.

http://dx.doi.org/10.1186/s13662-016-1015-z
http://crossmark.crossref.org/dialog/?doi=10.1186/s13662-016-1015-z&domain=pdf
mailto:nokiamsm84@yahoo.com


Ahmood and Kılıçman Advances in Difference Equations  (2016) 2016:288 Page 2 of 14

given in the underlined problems are expressed by Jacobi operational matrices. This helps
to investigate spectral collocation schemes for both temporal and spatial discretizations.
Bhrawy [] also employed the shifted Legendre Gauss-Lobatto collocation scheme and
Chebyshev Gauss-Radau collocation approximations for temporal and spatial discretiza-
tions. He then focused on implementing the new algorithm for two physical problems,
time fractional modified anomalous subdiffusion, and fractional nonlinear superdiffusion
equations.

The main type of spectral methods, collocation [], shows that spectral methods not
only have exponential rates of convergence, but also high levels of accuracy.

Bhrawy et al. [] reported a new space-time spectral algorithm for obtaining an approx-
imate solution for the space-time fractional Burgers equation based on spectral shifted
Legendre collocation method in combination with the shifted Legendre operational ma-
trix of fractional derivatives in the Caputo sense and proposed this method in both spatial
and temporal discretizations for the space-time fractional Burgers equation to reduce such
problems to that of solving a system of nonlinear algebraic equations.

Furthermore, Mainardi et al. [] discussed the fundamental solutions of space-time
diffusion equation of fractional order using the Fourier and Laplace integral transforms
and Mittag-Leffler functions, in which the fundamental solution can only be expressed
as a convolution form of a Green function and the initial value function, which is then
computed.

In the case of the fundamental solutions of space and space-time Riesz fractional partial
differential equations with regular conditions, in [], the authors considered the funda-
mental solutions of the space-time fractional partial differential equations of the Riesz type
with regular conditions; they are obtained from the partial differential equation by replac-
ing the time derivative with fractional derivative of Caputo type and the space derivative
with Riesz potential. Also, they derived explicit expressions of the fundamental solutions
for the space Riesz fractional partial differential equation and the space-time Riesz frac-
tional partial differential equation. Ebadian et al. [] solved the fractional diffusion-wave
equation using algorithms that are dependent on triangular function methods.

Wijker [] discussed a random vibration of linear dynamic systems and considered
spacecraft structures as behaving linearly and having an important role in the design and
verification process for characteristic models. Similarly, Brooks et al. [] constructed
functions (spin-wave) of the inversion symmetry, obtained a relation between the basic
functions of different members for the wave vector, introduced order parameters, and de-
termined the properties of transformation under the operations of a paramagnetic crystal.

Ahmet [] utilized the method of tanh-coth with the Riccati equation to handle non-
linear wave equations and to travel wave solutions of nonlinear evolution equations. Mark
and Hans [] developed limit theorems by triangular arrays for sequences of continuous-
time random walks processes and solved fractional diffusion equations by transition den-
sities of continuous-time random walks.

Wu et al. [] proposed a Riesz Riemann-Liouville difference for modeling the diffu-
sion equation on discrete media, proposed a lattice fractional diffusion equation, reduced
Burgers equations to a system of differential equations with initial conditions, and adopted
the Adomian decomposition method to obtain numerical solutions for the fractional par-
tial difference equations.
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Wu et al. [] also proposed a fractional logistic map and Lorenz maps of Riemann-
Liouville type and designed chaos synchronization of fractional chaotic maps according
to the stability results. They extended the control method to discrete fractional equations
and selected the control parameters according to the stability conditions.

In [], Wu et al. proposed a Riesz-Caputo fractional difference within the discrete frac-
tional calculus, suggested a fractional difference equation method for anomalous diffusion
in discrete finite domains, and discussed the numerical simulation of a lattice fractional
diffusion process for various difference orders.

Wu and Baleanu [] studied master-slave synchronization for the fractional differ-
ence equation with a nonlinear coupling method. The designed synchronization method
numerically can effectively synchronize the fractional logistic map. They adopted the
Caputo-like delta derivative as the difference operator.

2 Space-time fractional derivative
Let v be a probability distribution on �+ × �d = [,∞], where �+ = [,∞]. Define the
Fourier-Laplace transform as

v̂ =
∫

�d

∫
�+

eix·ke–stv(dt, dx),

where vn = v ∗ · · · ∗ v is the n-fold convolution of v, v is infinitely divisible for n = , , . . . ,
and vn is a probability distribution such that vn

n = v.

Theorem  Let v be finitely divisible on �+ × �d and define

T(x)f (y, t) =
∫ t



∫
�d

f (y – s, t – s)vx(ds, ds)

for f ∈ L
w{�+ × �d} and x ≥ . Then M(x)x≥ has the following properties for all f ∈

L
w(�+ × �d):

(i) M(x + v)f = M(x)M(v) for v, x ≥ .
(ii) M()f = f .

(iii) f >  ⇒ M(x)f >  for x > .
(iv) ‖M(x)f ‖w ≤ ‖f ‖w for all x ≥ .
(v) limx→ ‖M(x)f – f ‖w = .

Proof Let f = IP(y, t) = I ((y, t) ∈ P), P = (y, t) ∈ �+ × �d : a ≤ t ≤ b, and ai ≤ yi ≤ bi,
i = , , . . . , d.

Then

∫ ∞



∫
�d

∣∣M(x)f (y, t)
∣∣dy dt =

∫ ∞



∫
�d

∣∣∣∣
∫ t



∫
�d

f (y – s, t – s)vu(ds, ds)
∣∣∣∣dy dt

=
∫ ∞



∫
�d

∫ ∫
s,s+P

ds dsvy(ds, ds),

where v is infinitely divisible, and we have vx → v as u ↓  and vx(B) → v(B) for all Borel
subsets B ⊆ �+ × �d such that v(∂B) = , where ∂B = B \ B, B is the closure of B, that is,
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the intersection of all closed sets containing B, and B is the interior, that is, the union of
all open sets contained in B.

If (, ) ∈ ∂B, then, for all (y, t) ∈ �+ ×�d with t 
= a, b and yi 
= ai, bi for all i = , , . . . , d,
we can get

lim
x→+

M(x)f (y, t) = lim
x→+

vx((y, t) – P
)

= v((y, t) – P
)

= f (s, t).

By the dominated convergence theorem,

∫ ∫
P

∣∣M(x)f (y, t) – f (y, t)
∣∣dy dt =

∫ ∫
P

∣∣vx((y, t) – P
)

– v((y, t) – P
)∣∣dy dt

=
∫ ∞



∫
�d

∫ ∫
s,s+P

dy dtvx(ds, ds)

implies that

∫ ∫
(y,t) /∈P

∣∣M(x)f (y, t) – f (y, t)
∣∣dy dt =

∫ ∫
(y,t) /∈P

∣∣M(x)f (y, t)
∣∣dy dt → .

Hence,

∫ ∫
(y,t) /∈P

∣∣M(x)f (y, t) – f (y, t)
∣∣dy dt → .

By the triangle inequality,

∥∥M(x)f – f
∥∥

w ≤ ∥∥M(x)f – T(x)gw
n
∥∥

w +
∥∥M(x)gw

n – gw
n
∥∥

w +
∥∥gw

n – f
∥∥

w.

By property (iv),

∥∥M(x)f – M(x)gw
n
∥∥

w ≤ ∥∥f – gw
n
∥∥

w ≤ n–.

Thus, we have

∥∥M(x)f – f
∥∥

w ≤ n– +
∥∥M(x)gw

n – gw
n
∥∥

w + n–.

For a continuous semigroup M(x), x > , on Y , the generator is given by

Lf = lim
x→

M(x)f – f
x

.

Then ‖x–(M(x)f – f ) – Lf ‖ →  in ‖Y‖. �

Theorem  If X = L
w = �+ × �c, then L is the generator of a continuous semigroup, and

M(u) is defined as

M(u)f =
∫ t



∫
�+

f (x – y, t – s)vu(dy, ds).
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Then,

L̂f (k, s) := ψ(k, s)f̂ (k, s),

where ψ is given, H(L) = {f ∈ X : ψ f̂ = ĥ(k, s) ∃h ∈ X}, and � is a subset of L
w = �+ × �c.

Then � ⊂ H(L) for f ∈ �, and we can get

Lf (x, t) = –a · ∇f (x, t) + b · ∂f
∂t

(x, t) +


∇ · A∇f (x, t)

+
∫

�d×�+(,)

(
G(t – s)f (x – y, t – s) – f (x, t) +

∇f (x, t) · y
 – ‖y‖

)
φ(dy, ds),

where G(t) is the Heaviside step function.

Proof If f ∈ H(L) ⊂ L
w(�+ × �c), then its Fourier-Laplace transform exists. The Fourier-

Laplace transform of a convolution is ̂T(u)f (k, s) = exp(uψ(k, s))f̂ (k, s). Then

L̂{f }(k, s) = lim
u→+

exp(uψ(k, s)) – 
u

· f̂ (k, s)

= ψ(k, s)f̂ (k, s)

for f ∈ H(L).
Let f ∈ X. Then g := λf – h ∈ X. By semigroup theory, (λI – L)– is a bounded linear for

λ > .
Now, let q = (λI – L)–g . Then

q̂(k, s) =
ĝ(k, s)

λ – ψ(k, s)
=

λf̂ (k, s) – ψ(k, s)f̂ (k, s)
λ – ψ(k, s)

= f̂ (k, s).

Now,

‖f ‖� = ‖f ‖w +
c∑

i=

∥∥∥∥ ∂f
∂xi

∥∥∥∥
w

+
c∑

i,j=

∥∥∥∥ ∂f
∂xi∂xj

∥∥∥∥
w

+
∥∥∥∥∂f

∂t

∥∥∥∥
w

,

and using a Taylor series expansion on x, we have

f (x – y, t) – f (x, t) + y · ∇f (x, t) = y ·
∫ 


( – r)Mx–ryy dr,

where Px is the Hessian matrix of f , and

∫
e–wt

∣∣∣∣f (x – y, t) – f (x, t) +
y · ∇f (x, t)

 + ‖y‖

∣∣∣∣dx dt ≤ C‖f ‖�

‖y‖

 + ‖y‖

for some C. Further, by Taylor series expansion we obtain

∫
e–wt∣∣f (x, t – s) – f (x, t)

∣∣dx dt ≤ H‖f ‖ · s
 + s

for some constant H .
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Then, by Fubini’s theorem we have

∫
e–wt

(∫ ∣∣∣∣f (x – y, t – s) – f (x, t) +
y · ∇f (x, t)

 + ‖y‖

∣∣∣∣φ(dy, ds)
)

dx dt

=
∫ (∫

e–wt
∣∣∣∣f (x – y, t – s) – f (x, t) +

y · ∇f (x, t)
 + ‖y‖

∣∣∣∣dx dt
)

φ(dy, ds)

≤ ‖f ‖�

(
C

∫ ‖y‖

 + ‖y‖ φ(dy, ds)

+H
∫ s

 + s
φ(dy, ds)

)
≤ K‖f ‖� .

We show that � ⊂ H(L). If

Lf (x, t) = –a · ∇f (x, t) + b · ∂f
∂t

f (x, t) +


∇ · A∇ · f (x, t),

then

‖Lf ‖w ≤ B‖f ‖�

for B independent of f ,

Lf (x, t) =
∫

�+×�c\()

(
f (x – y, t – s) – f (x, t) +

∇f (x, t) · y
 – ‖y‖

)
φ(dy, ds).

Then, L = L – L and

f ∈ � ∩ C∞(�c × �+
)
, ‖Lf ‖w ≤ ‖Lf ‖w + ‖Lf ‖w ≤ B‖f ‖� + K‖f ‖� .

If f is denoted by

{fn}∞n= ⊂ � ∩ C∞(�+ × �c
)
,

then fn → f in the ‖L
w‖, and the above equation shows that {fn}∞n= converges to g in the

fn → f . Since {L} is closed, f ∈ D(L) and L{f } = g . �

3 Solution of the linear space-time fractional differential equations
Consider the space-time fractional order for a one-dimensional differential equation. The
general form of derivative with respect to t is given by

m∑
i=

∂vi u(xi, ti)
∂tvi

i
=

m∑
i=

∂ni u(xi, ti)
∂tni

i

[ m∑
i=

∂–ni+vi u(xi, ti)
∂t–ni+vi

i

]
,

where ni is the smallest integer greater than vi >  and ui = ni – vi for each i = , , . . . , m.
We can write this equation as

m∑
i=

∂vi u(xi, ti)
∂tvi

i
=

m∑
i=

∂ni u(xi, ti)
∂tni

i

[ m∑
i=

∂–(ni–vi)u(xi, ti)
∂t–(ni–vi)

i

]
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together with the initial condition. By the Laplace transform we can get

L

{ m∑
i=

∂vi u(xi, ti)
∂tvi

i

}
= L

{ m∑
i=

∂ni u(xi, ti)
∂tni

i

[ m∑
i=

∂–(ni–vi)u(xi, ti)
∂t–(ni–vi)

i

]}

=
m∑

i=

[
sni

i L

{ m∑
i=

∂–(ni–vi)u(xi, ti)
∂t–(ni–vi)

i

}
–

m∑
i=

sni–i
i

∂ i––ni+vi u(xi, )
∂ti––ni+vi

i

]

=
m∑

i=

[
sni

i
(
s–ni+vi

i U(xi, si)
)

–
m∑

i=

sni–i
i

∂ i––ni+vi u(xi, )
∂ti––ni+vi

i

]

=
m∑

i=

[
svi

i U(xi, si) –
m∑

i=

sni–i
i

∂ i––ni+vi u(xi, )
∂ti––ni+vi

i

]
.

Now, if n = , then the transform is given by

m∑
i=

[
svi

i U(xi, si) –
∂–+vi u(xi, )

∂t–+vi
i

]
,  < vi ≤ .

If n = , then

⇒
m∑

i=

[
svi

i U(xi, si) – si
∂–+vi u(xi, )

∂t–+vi
i

–
∂–+vi u(xi, )

∂t–+vi
i

]
,  < vi ≤ .

If n = , then

m∑
i=

[
svi

i U(xi, si) – s
i
∂–+vi u(xi, )

∂t–+vi
i

– si
∂–+vi u(xi, )

∂t–+vi
i

–
∂–+vi u(xi, )

∂t–+vi
i

]
,

where  < vi ≤ .
Now, if n = , then we obtain

m∑
i=

[
svi

i U(xi, si) – s
i
∂–+vi u(xi, )

∂t–+vi
i

– s
i
∂–+vi u(xi, )

∂t–+vi
i

– si
∂–+vi u(xi, )

∂t–+vi
i

–
∂–+vi u(xi, )

∂t–+vi
i

]
,

where  < vi ≤ .
Similarly, the general form of the derivative with respect to x is given by

L

{ m∑
i=

∂vi u(xi, ti)
∂xvi

i

}
=

m∑
i=

[
svi

i U(si, ti) –
m∑

i=

sni–i
i

∂ i––ni+vi u(, ti)
∂xi––ni+vi

i

]
.

Now, we provide some basic definitions and examples where the method is applied for
solving linear space-time fractional differential equations. In fact, many different disci-
plines, such as biology, finance, semiconductor research and hydrology (see []), and
space fractional differential equation (see [, ]) all utilize irregular transport in the
context of the flow porus media, fractional space derivatives model, and huge motions
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through largely conjunctive fractures. Now, we recall a method to solve the space-time
fractional differential equations.

Definition  (see []) The Laplace transform of f (x) for x >  is denoted by L{f (x)} or
F(s) and defined by

L
{

f (x)
}

= F(s) =
∫ ∞


e–sxf (x) dx,

where s is a complex number.

Example  Solve

∂



∂x 


y(x, t) –
∂




∂x 


y(x, t) = e– 
 x

[
cos ax +

( 
 + 




)
sin ax

]
,

where a = ,  < / ≤ , and  < / ≤ .
Solution: By using the Laplace transform to the above equation we get:

L
{

∂



∂x 


y(x, t) –
∂




∂x 


y(x, t)
}

= L
{

e– 
 x

[
cos x +

( 
 + 




)
sin x

]}
,

s

 Y (s, t) + s


 Y (s, t) =

s + 


(s + 
 ) + 

,

Y (s, t) =
s + 



s 
 (s + )[(s + 

 ) + ]

=
s + 



s 
 (s + )[(s + 

 ) + ]
+


s 

 (s + )[(s + 
 ) + ]

=


s 
 (s + )

[ s + 


(s + 
 ) + 

+


(s + 
 ) + 

]
.

By using the inverse three-dimensional Laplace transform to the above equation we can
get:

y(x, t) = x

 E, 

 +(x)
[
e– 

 x[cos x + sin x] + e– 
 x sin x

]
.

Example  (i) Letting γ = 
 , solve y′′(x, t) – yγ (x, t) = δ′(x).

Solution: By taking the Laplace transform of the above equation we can get:

L
{

y′′} – L
{

yγ
}

= L
{
δ′(x)

}
,

where γ = 
 ,

sY (s, t) – sy(, t) – y′(, t) – s

 Y (s, t) + sD–(–/)y(, t) + D–(–/)y(, t) = s
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together with the initial conditions

y(, t) = y′(, t) = D–(/)y(, t) + D(/)y(, t) = .

We can get

sY (s, t) – s

 Y (s, t) = s.

Now, by solving for Y (s), we obtain:

Y (s, t) =
s

s – s 


.

Finally,

y(x, t) = L–
{


s/(s 

 – )

}

= L–
{


s/

}
L–

{


s 
 – 

}

=
(

x 
 –

	( 
 )

)(
x(/)–E(/),(/)x(/)).

(ii) Now let γ = 
 and  < α = 

 ≤ . Then solve yγ (x, t) + y′(x, t) = (δ′(x) – δ(x))(–xα ×
δ, –


(x)),  < γ ≤ .

Solution: By taking the Laplace transform of the above equation we can get:-

L
{

yγ
}

+ L
{

y′} = L
{(

δ′(x) – δ(x)
)(

xαδ, –


(x)
)}

,

where γ = 
 and α = 

 .
Together with the initial conditions, we can get:

s

 Y (s, t) + sY (s, t) = (s – )

(
s 



s – 

)
.

Now, by solving for Y (s, t) we obtain:

Y (s, t) =
s 



s(s/ + )
.

Finally,

y(x, t) = δ 


(
–x



)
.

Note that, in particular, if γ = , , then the derivative is the classical ordinary deriva-
tive.
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4 Solution of space-time fractional linear partial differential equation
Consider the initial and boundary value problem of the space time fractional linear partial
differential equation: The general form for multivariables with derivative with respect to
one variable is given by

∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvij

i

=
∞∑
j=

∂
∑n

i= mi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xmi

i

×
[ ∞∑

j=

∂
∑n

i= –(mi–vi)u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂x–(mi–vi)

i

]
.

Together with appropriate initial and boundary conditions, by taking the multidimen-
sional Laplace transform, we can get:

Ln

{ ∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvij

i

}

= Ln

{ ∞∑
j=

∂
∑n

i= mi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xmi

i

}

×
[ ∞∑

j=

∂
∑n

i= –(mi–vi)u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂x–(mi–vi)

i

]
.

Thus,

Ln

{
∂

∑n
i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n

i= ∂xvi
i

}

=
n∏

i=

smi
i Ln

{
∂

∑n
i= –(mi–vi)u(xj, tj, xj, tj, . . . , xjn, tjn)∏n

i= ∂x–(mi–vi)
i

}

+
n–∑
k=

()n–k
n∑

i,i,...,ik =
i,i,...,in

k∏
j=

smij
ij

n∏
i=
i 
=ij

for each j=,,...,k

mi∑
l=

sl–
i

× Lk

{
∂

∑n
i=
i 
=ij

(mi–li+vi)

u(, tj, , tj, . . . , , tjn, xi, tij, , . . . , , xi, tij, , . . . , , xik , tijk , , . . . , )∏n
i=
i 
=ij

(mi – li + vi)

}

+ (–)n
n∏

i=

mi∑
li=

sli–
i

∂–
∑n

i=(mi–li+vi)u(, tj, , tj, . . . , , tjn)∏n
i= ∂x–(mi–li+vi)

i

.

Example  Consider the initial and boundary value problem of the space time fractional
order linear three-dimensional differential equation

∂

 u(x, t, x, t, x, t)

∂x


 ∂x



 ∂x





+ u(x, t, x, t, x, t) = 
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together with initial and boundary conditions

∂
–
 u(x, t, , t, , t)

∂x
–


 ∂x
–




=
∂

–
 u(, t, x, t, , t)

∂x
–


 ∂x
–




=
∂–u(, t, , t, x, t)

∂x
–


 ∂x
–




=
∂

–
 u(x, t, x, t, , t)

∂x
–




=
∂

–
 u(, t, x, t, x, t)

∂x
–




=
∂

–
 u(x, t, , t, x, t)

∂x
–




=
∂

–
 u(, t, , t, , t)

∂x


 ∂x



 ∂x





= .

Then, by taking three-dimensional Laplace transforms we obtain

s


 s



 s



 U(s, t, s, t, s, t) + U(s, t, s, t, s, t) =


sss

.

Then it follows that

U(s, t, s, t, s, t) =


(sss)(s


 s



 s



 + )

.

Hence,

L

{
∂


 u(x, t, x, t, x, t)

∂x


 ∂x



 ∂x





}

= s


 s



 s



 U(s, t, s, t, s, t) – s



 L

{
∂

–
 u(x, t, , t, , t)

∂x
–


 ∂x
–




}

– s


 L

{
∂

–
 u(, t, x, t, , t)

∂x
–


 ∂x
–




}
– s



 L

{
∂–u(, t, , t, x, t)

∂x
–


 ∂x
–




}

– s


 s



 L

{
∂

–
 u(x, t, x, t, , t)

∂x
–




}
– s



 s



 L

{
∂

–
 u(x, t, , t, x, t)

∂x
–




}

– s


 s



 L

{
∂

–
 u(, t, x, t, x, t)

∂x
–




}
–

{
∂

–
 u(, t, , t, , t)

∂x


 ∂x



 ∂x





}
.

Now, by taking the inverse three-dimensional Laplace transforms of the above equation
we can get:

u(x, t, x, t, x, t) =
(
 – E 



(
–x



t

))(
 – E 



(
–x



t

))(
 – E 



(
–x



t

))
.

Example  As a more general example, consider

∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvi

ji
–

n∏
i=

λiRiu(xj, tj, xj, tj, . . . , xjn, tjn)

=
∞∑
j=

∂
∑n

i= mi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂tmi

ji
.
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Then, by taking multidimensional Laplace transform to the above equation we get

∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvi

ji
–

n∏
i=

Ri(λi + si)u(xj, sj, xj, sj, . . . , xjn, sjn)

= Riu(xj, , xj, , . . . , xjn, ).

By transformation the above equation can be written as

∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvi

ji
–

n∏
i=

τiu(xj, sj, xj, sj, . . . , xjn, sjn) = ,

where tji is the variable of Laplace for the time-component. Let

u(xj, tj, xj, tj, . . . , xjn, tjn) = u(xj, xj, . . . , xjn).

Then the equation becomes

∞∑
j=

∂
∑n

i= vi u(xj, tj, xj, tj, . . . , xjn, tjn)∏n
i= ∂xvi

ji
–

n∏
i=

τiu(xj, xj, . . . , xjn) = .

By applying the Laplace operator we can get:

Ln
{

u(pj, pj, . . . , pjn)
}

=

∑n–
k=()n–k ∑n

i,i,...,ik =
i,i,...,in

∏k
j= smij

ij
∏n

i=
i 
=ij

for each j=,,...,k

∑mi
l= sl–

i

∏n
i= smi

i Ln{ ∂

∑n
i= –(mi–vi)u(xj,tj,xj,tj,...,xjn ,tjn)∏n

i= ∂x–(mi–vi)
i

} – 

× Lk

{
∂

∑n
i=
i 
=ij

(mi–li+vi)

u(, tj, , tj, . . . , , tjn, xi, tij, , . . . , , xi, tij, , . . . , , xik , tijk , , . . . , )∏n
i=
i 
=ij

(mi – li + vi)

}

+
(–)n ∏n

i=
∑mi

li= sli–
i

∂
–

∑n
i=(mi–li+vi)u(,tj,,tj,...,,tjn)∏n

i= ∂x–(mi–li+vi)
i∏n

i= smi
i Ln{ ∂

∑n
i= –(mi–vi)u(xj,tj,xj,tj,...,xjn ,tjn)∏n

i= ∂x–(mi–vi)
i

} – 
,

and

=

n!

Ln

{ n∏
i=

(
xαin+αi–j

i

( ∞∑
j=

∂
∑n

i= vi∏n
i= ∂xvi

ji

)
Eαi–βi ,αinβi+–j

(
μixαi–βi

))}
,

where

( ∞∑
j=

∂
∑n

i= vi∏n
i= ∂xvi

ji

)
Eαi ,βi(xji) =

n∏
i=

( ∞∑
j=

	(n + j + )
	(nαi + βi + αji)

xji
i

j!

)
.



Ahmood and Kılıçman Advances in Difference Equations  (2016) 2016:288 Page 13 of 14

Hence,

=
∞∑

n=

∏n
i= τ ni

i
n!

{ n∏
i=

(
xαin+αi–j

i

( ∞∑
j=

∂
∑n

i= vi∏n
i= ∂xvi

ji

)
Eαi–βi ,αinβi+–j

(
μixαi–βi

))}
.

Thus

y(x) =
∑

i=

hiyi(x).

5 Conclusion
This work involved an implementation of the multidimensional Laplace transform to solve
the multidimensional space-time fractional differential equation. Space-time derivatives
of fractional order can be defined as the originators of semigroups to calculate the Fourier-
Laplace signs. Hence, by the fractional calculus we established the space-time fractional
diffusion equation, which is also applicable in this field. It was shown that the present
method is a powerful and effective scheme for solving other fractional problems.
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