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#### Abstract

In this paper, we study a class of nonlinear multiple base points impulsive fractional differential equations involving the three-point boundary conditions. A new result on the existence of a solution is established by using fixed point theorems. An example is presented to illustrate the result.
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## 1 Introduction

The fractional differential equations have received increasing attention during recent years and have been studied extensively (e.g., $[1-8]$ and the references therein). This is mostly due to the fact that fractional calculus provides an efficient and excellent instrument to describe many practical dynamical phenomena which arise in viscoelasticity, electrochemistry, control, porous media, electromagnetic, etc.
In the left and right fractional derivatives ${ }^{c} D_{a^{+}}^{\alpha} x$ and ${ }^{c} D_{b^{-}}^{\alpha} x, a$ and $b$ are called a left base point and a right base point, respectively. Both $a$ and $b$ are called base points of fractional derivatives. A fractional differential equation (FDE) containing more than one base point is called a multiple base points FDE [8]. In this paper, we study the following the threepoint boundary value problem of nonlinear multiple base points fractional differential equations with impulse:

$$
\left\{\begin{array}{l}
{ }^{c} D_{*}^{\alpha} x(t)=f\left(t, x(t),{ }^{c} D_{*}^{\beta} x(t)\right), \quad \text { a.e. } t \in[0, T],  \tag{1.1}\\
\Delta x\left(t_{k}\right)=I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad \Delta x^{\prime}\left(t_{k}\right)=\widetilde{I}_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m, \\
x(0)+x(\eta)=0, \quad{ }^{c} D_{0^{+}}^{\gamma_{1}} x(\eta)+{ }^{c} D_{t_{m}^{+}}^{\gamma_{2}} x(T)=0, \quad 0<\eta<t_{1},
\end{array}\right.
$$

where $\alpha \in(1,2), \beta, \gamma_{1}, \gamma_{2} \in(0,1), \alpha-\beta \in(1,2) .{ }^{c} D_{*}^{\alpha}$ is the standard Caputo fractional derivative at the base points $t=t_{k}(k=1,2, \ldots, m)$; that is, $\left.{ }^{c} D_{*}^{\alpha}\right|_{\left(t_{k}, t_{k+1}\right]} x(t)={ }^{c} D_{t_{k}^{+}}^{\alpha} x(t)$ for
all $t \in\left(t_{k}, t_{k+1}\right] . I_{k}, \widetilde{I}_{k} \in C(\mathbb{R}, \mathbb{R}), f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are appropriate functions to be specified later. The impulsive moments $\left\{t_{k}\right\}$ are given such that $0=t_{0}<t_{1}<\cdots<t_{m}<t_{m+1}=T$, $\Delta x\left(t_{k}\right)$ represents the jump of function $x$ at $t_{k}$, which is defined by $\Delta x\left(t_{k}\right)=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)$, where $x\left(t_{k}^{+}\right), x\left(t_{k}^{-}\right)$represent the right and left limits of $x(t)$ at $t=t_{k}$ respectively. $\Delta x^{\prime}\left(t_{k}\right)$ has a similar meaning for $x^{\prime}(t)$.

Some recent results on the solvability of boundary value problems of differential equations involving Caputo fractional derivatives can be found in many papers [9-15]. It follows from the definition of fractional order derivative that the solution of (1.1)-(1.3) should belong to the space $A C^{2}\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right)(k=0,1, \ldots, m)[1,3]$. However, some researchers neglected this fact $[10,12,13]$. In this paper, we shall provide detailed proofs of our Lemmas 3.2-3.5 which ensure $x(t) \in A C^{2}\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right)(k=0,1, \ldots, m)$ to be the solution of (1.1)(1.3) under the weak assumption for $f$. To the best of our knowledge, there has been little study on the existence of solutions for the multiple base points fractional differential equations with impulsive and three-point boundary conditions.
The rest of the paper is organized as follows. In Section 2, we state some basic concepts, notations and preliminary results about fractional calculus. In Section 3, we present the definition of solution for (1.1)-(1.3). In Section 4, by applying some standard fixed point principles, we verify the existence of solutions for problem (1.1)-(1.3). An example is given in Section 5 to demonstrate the application of our main result.

## 2 Preliminaries

In this paper, we denote by $L^{p}(J, \mathbb{R})$ the Banach space of all Lebesgue measurable functions $\xi: J \rightarrow \mathbb{R}$ with the norm $\|\xi\|_{L^{p}}=\left(\int_{J}|\xi(t)|^{p} d t\right)^{\frac{1}{p}}<\infty$ and by $A C([a, b], \mathbb{R})$ the space of all the absolutely continuous functions defined on $[a, b] . A C^{n}([a, b], \mathbb{R})(n=1,2, \ldots)$ is the space of functions $f$ such that $f \in C^{n-1}([a, b], \mathbb{R})$ and $f^{(n-1)} \in A C([a, b], \mathbb{R})$. In particular, $A C^{1}([a, b], \mathbb{R})=A C([a, b], \mathbb{R})$.

Definition 2.1 ( $[1,3])$ The fractional integral of order $\theta$ with the lower limit $a$ for a function $g(t) \in L^{1}([a,+\infty), \mathbb{R})$ is defined as

$$
\left(I_{a^{+}}^{\theta} g\right)(t)=\frac{1}{\Gamma(\theta)} \int_{a}^{t}(t-s)^{\theta-1} g(s) d s, \quad t>a, \theta>0
$$

where $\Gamma(\cdot)$ is the gamma function.

Definition 2.2 ( $[1,3])$ If $g(t) \in A C^{n}([a, b], \mathbb{R})$, then the Riemann-Liouville fractional derivative $\left({ }^{L} D_{a^{+}}^{\theta} g\right)(t)$ of order $\theta$ exists almost everywhere on $[a, b]$ and can be written as

$$
\left({ }^{L} D_{a^{+}}^{\theta} g\right)(t)=\frac{1}{\Gamma(n-\theta)} \frac{d^{n}}{d t^{n}} \int_{a}^{t}(t-s)^{n-\theta-1} g(s) d s, \quad t>a, n-1<\theta<n
$$

Definition $2.3([1,3])$ If $g(t) \in A C^{n}([a, b], \mathbb{R})$, then the Caputo derivative $\left({ }^{c} D_{a^{+}}^{\theta} g\right)(t)$ of order $\theta$ exists almost everywhere on $[a, b]$ and can be written as

$$
\left({ }^{c} D_{a^{+}}^{\theta} g\right)(t)=\left({ }^{L} D_{a^{+}}^{\theta}\left[g(s)-\sum_{k=0}^{n-1} \frac{g^{(k)}(a)}{k!}(s-a)^{k}\right]\right)(t), \quad t>a, n-1<\theta<n
$$

moreover, if $g(a)=g^{\prime}(a)=\cdots=g^{(n-1)}(a)=0$, then $\left({ }^{c} D_{a^{+}}^{\theta} g\right)(t)=\left({ }^{L} D_{a^{+}}^{\theta} g\right)(t)$.

Remark $2.4([1,3])$ If $g(t) \in C^{n}([a, b], \mathbb{R})$, then $\left({ }^{c} D_{a^{+}}^{\theta} g\right)(t) \in C([a, b], \mathbb{R}), n-1<\theta<n$.

We present here some properties of the fractional calculus as follows.

Lemma 2.5 ( $[1,3]$ ) For $\theta>0$, a general solution of the fractional differential equation ${ }^{c} D_{a^{+}}^{\theta} u(t)=0$ is given by

$$
u(t)=c_{0}+c_{1}(t-a)+c_{2}(t-a)^{2}+\cdots+c_{n-1}(t-a)^{n-1}
$$

where $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1(n=[\theta]+1)$, and $[\theta]$ denotes the integer part of the real number $\theta$.

Lemma 2.6 ([1,3]) The Caputo fractional derivative of order $n-1<\theta<n$ for $t^{s}$ is given as

$$
{ }^{c} D_{a^{+}}^{\theta} t^{s}=\left\{\begin{array}{l}
\frac{\Gamma(s+1)}{\Gamma(s-1+1)}(t-a)^{s-\theta}, \quad s \in \mathbb{N}, s \geq n \text { or } s \notin \mathbb{N}, s>n-1,  \tag{2.1}\\
0, \quad s \in\{0,1, \ldots, n-1\} .
\end{array}\right.
$$

Lemma 2.7 ([1, 3]) If $\theta_{2}>\theta_{1}>0$ and $f \in L^{p}([a, b], \mathbb{R})(1 \leq p \leq \infty)$, then $\left({ }^{c} D_{a^{+}}^{\theta_{1}} I_{a^{+}}^{\theta_{2}} f\right)(t)=$ $\left(I_{a^{+}}^{\theta_{2}-\theta_{1}} f\right)(t)$.

Let $\mathbf{B}(\cdot, \cdot)$ be the beta function, we need the following result.
Lemma 2.8 For $p>0, q>0,0<a<t, \int_{a}^{t}(t-s)^{p-1}(s-a)^{q-1} d s=(t-a)^{p+q-1} \mathbf{B}(p, q)$.
Proof Let $\tau=s-a$, then $\int_{a}^{t}(t-s)^{p-1}(s-a)^{q-1} d s=\int_{0}^{t-a}(t-a-\tau)^{p-1} \tau^{q-1} d \tau=(t-a)^{p+q-1} \times$ B $(p, q)$.

Lemma 2.9 For $\varsigma \in(0,1]$ and $0<a \leq b,\left|a^{\varsigma}-b^{\varsigma}\right| \leq(b-a)^{\varsigma}$.

## 3 Solutions for the boundary value problem

Set $J_{k}=\left(t_{k}, t_{k+1}\right], k=1, \ldots, m, J_{0}=\left[0, t_{1}\right]$. We define

$$
X=\left\{x:[0, T] \rightarrow \mathbb{R}: x \in C^{1}\left(J_{k}, \mathbb{R}\right) \text { and } x\left(t_{k}^{+}\right), x^{\prime}\left(t_{k}^{+}\right),{ }^{c} D_{t_{k}^{+}}^{\beta} x\left(t_{k}^{+}\right) \text {exist, } k=0,1, \ldots, m\right\}
$$

with the norm

$$
\|x\|_{1}:=\max \left\{\sup _{k=0,1, \ldots, m} \sup _{t \in J_{k}}|x(t)|, \sup _{k=0,1, \ldots, m} \sup _{t \in I_{k}}\left|x^{\prime}(t)\right|, \sup _{k=0,1, \ldots, m} \sup _{t \in I_{k}}\left|{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right|\right\} .
$$

Obviously, $X$ is a real Banach space.
In this paper, we consider the following assumption.
(H1) $f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfies $f(\cdot, v, w): J \rightarrow \mathbb{R}$ is measurable for all $v, w \in \mathbb{R}$ and $f(t, \cdot, \cdot): \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous for a.e. $t \in J$, and there exists a function $\mu \in L^{\frac{1}{\sigma}}\left(J, \mathbb{R}^{+}\right)\left(\sigma \in\left(0, \frac{\alpha-1}{2}\right)\right)$ such that

$$
|f(t, v, w)| \leq \mu(t)\left(|v|^{\lambda_{1}}+|w|^{\lambda_{2}}\right)
$$

where $0<\lambda_{1}<\lambda_{2}<1$ are real numbers.

Definition 3.1 A function $x:[0, T] \rightarrow \mathbb{R}$ is said to be a solution of (1.1)-(1.3) if
(1) $x \in A C^{2}\left(J_{k}, \mathbb{R}\right)$;
(2) $x$ satisfies the equation ${ }^{c} D_{t_{k}^{+} x}^{\alpha} x(t)=f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right)$ a.e. on $J_{k}$;
(3) for $k=1,2, \ldots, m, \Delta x\left(t_{k}\right)=I_{k}\left(x\left(t_{k}^{-}\right)\right), \Delta x^{\prime}\left(t_{k}\right)=\widetilde{I}_{k}\left(x\left(t_{k}^{-}\right)\right)$and $x(0)+x(\eta)=0$, ${ }^{c} D_{0^{+}}^{\gamma_{1}} x(\eta)+{ }^{c} D_{t_{m}^{\prime}}^{\gamma_{2}} x(T)=0$.

Next, we present the following lemmas.
Lemma 3.2 For any $\tau_{2}, \tau_{1} \in J_{k}(k=0,1,2, \ldots, m)$ and $\tau_{2}<\tau_{1}$,

$$
\int_{t_{k}}^{\tau_{2}}\left[\left(\tau_{2}-s\right)^{\alpha-2}-\left(\tau_{1}-s\right)^{\alpha-2}\right] \mu(s) d s \rightarrow 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1}
$$

Proof It follows from Hölder's inequality that

$$
\begin{aligned}
& \left|\int_{t_{k}}^{\tau_{2}}\left[\left(\tau_{2}-s\right)^{\alpha-2}-\left(\tau_{1}-s\right)^{\alpha-2}\right] \mu(s) d s\right| \\
& \quad \leq\|\mu\|_{L^{\frac{1}{\sigma}}}\left[\int_{t_{k}}^{\tau_{2}}\left|\left(\tau_{2}-s\right)^{\alpha-2}-\left(\tau_{1}-s\right)^{\alpha-2}\right|^{\frac{1}{1-\sigma}} d s\right]^{1-\sigma} \\
& \quad=(2-\alpha)\|\mu\|_{L^{\frac{1}{\sigma}}}\left(\int_{t_{k}}^{\tau_{2}}\left|\int_{\tau_{2}}^{\tau_{1}}(\zeta-s)^{\alpha-3} d \zeta\right|^{\frac{1}{1-\sigma}} d s\right)^{1-\sigma} \\
& \quad \leq \bar{M}\left[\int_{t_{k}}^{\tau_{2}}\left(\left(\tau_{2}-s\right)^{\theta}-\left(\tau_{1}-s\right)^{\theta}\right) d s\right]^{1-\sigma} \\
& \quad=\frac{\bar{M}}{(1+\theta)^{1-\sigma}}\left[\left(\tau_{1}-\tau_{2}\right)^{1+\theta}-\left(\tau_{1}-t_{k}\right)^{1+\theta}+\left(\tau_{2}-t_{k}\right)^{1+\theta}\right]^{1-\sigma} \\
& \quad \rightarrow 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1},
\end{aligned}
$$

where $\bar{M}>0$ is a constant and $\theta=\frac{\alpha-2-\sigma}{1-\sigma} \in(-1,0)$.
For $y>\sigma$ and $t_{i-1} \in[0, T](i=1, \ldots, m+1)$, from Hölder's inequality, we have

$$
\begin{align*}
\int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{y-1} \mu(s) d s & \leq\left(\int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\frac{y-1}{1-\sigma}} d s\right)^{1-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}} \\
& =\left(\frac{1-\sigma}{y-\sigma}\right)^{1-\sigma}\left(t_{i}-t_{i-1}\right)^{y-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}} . \tag{3.1}
\end{align*}
$$

Noting that $\alpha>\alpha-1>\sigma, \alpha-\gamma_{1}>\sigma, \alpha-\gamma_{2}>\sigma$, we have

$$
\begin{align*}
& \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \mu(s) d s \leq\left(\frac{1-\sigma}{\alpha-\sigma}\right)^{1-\sigma}\left(t_{i}-t_{i-1}\right)^{\alpha-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}} \\
& \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-2} \mu(s) d s \leq\left(\frac{1-\sigma}{\alpha-1-\sigma}\right)^{1-\sigma}\left(t_{i}-t_{i-1}\right)^{\alpha-1-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}}  \tag{3.2}\\
& \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-\gamma_{1}-1} \mu(s) d s \leq\left(\frac{1-\sigma}{\alpha-\gamma_{1}-\sigma}\right)^{1-\sigma}\left(t_{i}-t_{i-1}\right)^{\alpha-\gamma_{1}-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}} \\
& \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-\gamma_{2}-1} \mu(s) d s \leq\left(\frac{1-\sigma}{\alpha-\gamma_{2}-\sigma}\right)^{1-\sigma}\left(t_{i}-t_{i-1}\right)^{\alpha-\gamma_{2}-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}}
\end{align*}
$$

Lemma 3.3 Assume that (H1) holds. Then, for $x \in X, k=0,1, \ldots, m$,

$$
\left[I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t) \in A C^{2}\left(\left[t_{k}, t_{k+1}\right], \mathbb{R}\right)
$$

Proof For $t \in\left[t_{k}, t_{k+1}\right]$, from (3.1), we have

$$
\begin{align*}
& \int_{t_{k}}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}\left|f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right| d s \\
& \quad \leq \int_{t_{k}}^{t} \frac{(t-s)^{\alpha-1} \mu(s)}{\Gamma(\alpha)} d s\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right) \\
& \quad \leq\left(\frac{1-\sigma}{\alpha-\sigma}\right)^{1-\sigma} \frac{\left(t-t_{k}\right)^{\alpha-\sigma}}{\Gamma(\alpha)}\|\mu\|_{L^{\frac{1}{\sigma}}}\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right)  \tag{3.3}\\
& \quad \int_{t_{k}}^{t} \frac{(t-s)^{\alpha-2}}{\Gamma(\alpha-1)}\left|f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right| d s \\
& \quad \leq \int_{t_{k}}^{t} \frac{(t-s)^{\alpha-2} \mu(s)}{\Gamma(\alpha-1)} d s\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right) \\
& \quad \leq\left(\frac{1-\sigma}{\alpha-1-\sigma}\right)^{1-\sigma} \frac{\left(t-t_{k}\right)^{\alpha-\sigma-1}}{\Gamma(\alpha-1)}\|\mu\|_{L^{\frac{1}{\sigma}}}\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right) \tag{3.4}
\end{align*}
$$

which means that $(t-s)^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)$ and $(t-s)^{\alpha-2} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)$ are Lebesgue integrable with respect to $s \in\left[t_{k}, t_{k+1}\right]$ for all $t \in\left[t_{k}, t_{k+1}\right]$ and $x \in X$.

Obviously, it follows from the definition of derivative for the Lebesgue integration that

$$
\begin{equation*}
\frac{d}{d t}\left(\left[I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)\right)=\left[I_{t_{k}^{+}}^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t) \tag{3.5}
\end{equation*}
$$

is continuous with respect to $t \in\left[t_{k}, t_{k+1}\right]$.
Next, we show that $\left[I_{t_{k}^{+}}^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t) \in A C\left(\left[t_{k}, t_{k+1}\right], \mathbb{R}\right)$. In fact, for every finite collection $\left\{\left(a_{i}, b_{i}\right)\right\}_{1 \leq i \leq n}$ on $\left[t_{k}, t_{k+1}\right]$ with $\sum_{i=1}^{n}\left(b_{i}-a_{i}\right) \rightarrow 0$, noting (3.1) and Lemma 3.2, we have

$$
\begin{aligned}
& \sum_{i=1}^{n} \mid \int_{t_{k}}^{b_{i}}\left(b_{i}-s\right)^{\alpha-2} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s \\
& \quad-\int_{t_{k}}^{a_{i}}\left(a_{i}-s\right)^{\alpha-2} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s \mid \\
& \leq \sum_{i=1}^{n}\left|\int_{a_{i}}^{b_{i}}\left(b_{i}-s\right)^{\alpha-2} f\left(s, x(s),{ }^{c} D_{t_{k}}^{\beta} x(s)\right) d s\right| \\
&+\sum_{i=1}^{n} \int_{t_{k}}^{a_{i}}\left|\left[\left(b_{i}-s\right)^{\alpha-2}-\left(a_{i}-s\right)^{\alpha-2}\right] f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right| d s \\
& \leq {\left[\sum_{i=1}^{n} \int_{a_{i}}^{b_{i}}\left(b_{i}-s\right)^{\alpha-2} \mu(s) d s\right.} \\
&\left.\quad+\sum_{i=1}^{n} \int_{t_{k}}^{a_{i}}\left[\left(a_{i}-s\right)^{\alpha-2}-\left(b_{i}-s\right)^{\alpha-2}\right] \mu(s) d s\right]\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq {\left[\left(\frac{1-\sigma}{\alpha-1-\sigma}\right)^{1-\sigma} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{\alpha-\sigma-1}\|\mu\|_{L^{\frac{1}{\sigma}}}\right.} \\
&\left.+\sum_{i=1}^{n} \int_{t_{k}}^{a_{i}}\left[\left(a_{i}-s\right)^{\alpha-2}-\left(b_{i}-s\right)^{\alpha-2}\right] \mu(s) d s\right]\left(\|x\|_{1}^{\lambda_{1}}+\|x\|_{1}^{\lambda_{2}}\right) \\
& \longrightarrow 0
\end{aligned}
$$

Hence, $\left[I_{t_{k}^{+}}^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{x}}^{\beta} x(s)\right)\right](t)$ is absolutely continuous on $\left[t_{k}, t_{k+1}\right]$. Now, we can see that $\left[I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t) \in A C^{2}\left(\left[t_{k}, t_{k+1}\right], \mathbb{R}\right)$. Furthermore, for almost all $t \in\left[t_{k}, t_{k+1}\right]$, $\left[{ }^{c} D_{t_{k}^{+}}^{\alpha} I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)$ exists.

Lemma 3.4 Assume that (H1) holds. Then, for $x \in X, k=0,1, \ldots, m$,

$$
\left[{ }^{c} D_{t_{k}^{+}}^{\alpha} \alpha_{k}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)=f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right), \quad \text { a.e. } t \in J_{k}
$$

Proof Let $F(\tau, s)=(t-\tau)^{1-\alpha}|\tau-s|^{\alpha-1} \mu(s)$. Clearly, $F(\tau, s)$ is a nonnegative measurable function on $\left[t_{k}, t\right] \times\left[t_{k}, t\right]$, then $\int_{t_{k}}^{t}\left(\int_{t_{k}}^{t} F(\tau, s) d s\right) d \tau=\int_{t_{k}}^{t}\left(\int_{t_{k}}^{t} F(\tau, s) d \tau\right) d s$. Noting (3.1) and Lemma 2.8, we get

$$
\begin{aligned}
& \int_{t_{k}}^{t}\left(\int_{t_{k}}^{t} F(\tau, s) d s\right) d \tau \\
& \quad=\int_{t_{k}}^{t}(t-\tau)^{1-\alpha}\left[\int_{t_{k}}^{\tau}(\tau-s)^{\alpha-1} \mu(s) d s+\int_{\tau}^{t}(s-\tau)^{\alpha-1} \mu(s) d s\right] d \tau \\
& \quad \leq\left(\frac{1-\sigma}{\alpha-\sigma}\right)^{1-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}} \int_{t_{k}}^{t}(t-\tau)^{1-\alpha}\left(\tau-t_{k}\right)^{\alpha-\sigma} d \tau+\int_{t_{k}}^{t}\left(\int_{\tau}^{t} \mu(s) d s\right) d \tau \\
& \quad=\left(\frac{1-\sigma}{\alpha-\sigma}\right)^{1-\sigma}\|\mu\|_{L^{\frac{1}{\sigma}}}\left(t-t_{k}\right)^{2-\sigma} \mathbf{B}(2-\alpha, \alpha+1-\sigma)+\int_{t_{k}}^{t}\left(\int_{\tau}^{t} \mu(s) d s\right) d \tau
\end{aligned}
$$

Therefore, $F_{1}(\tau, s)=(t-\tau)^{1-\alpha}|\tau-s|^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)$ is an integrable function on $\left[t_{k}, t\right] \times$ $\left[t_{k}, t\right]$, then $\int_{t_{k}}^{t} d \tau \int_{t_{k}}^{\tau} F_{1}(\tau, s) d s=\int_{t_{k}}^{t} d s \int_{s}^{t} F_{1}(\tau, s) d \tau$. According to Lemmas 3.3 and 2.8, we have

$$
\begin{align*}
& \left({ }^{L} D_{t_{k}}^{\alpha} I_{t_{k}^{\alpha}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right)(t) \\
& \quad=\frac{1}{\Gamma(2-\alpha) \Gamma(\alpha)} \frac{d^{2}}{d t^{2}} \int_{t_{k}}^{t}(t-\tau)^{1-\alpha}\left[\int_{t_{k}}^{\tau}(\tau-s)^{\alpha-1} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s\right] d \tau \\
& \quad=\frac{1}{\Gamma(2-\alpha) \Gamma(\alpha)} \frac{d^{2}}{d t^{2}} \int_{t_{k}}^{t} d \tau \int_{t_{k}}^{\tau} F_{1}(\tau, s) d s \\
& \quad=\frac{1}{\Gamma(2-\alpha) \Gamma(\alpha)} \frac{d^{2}}{d t^{2}} \int_{t_{k}}^{t} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s \int_{s}^{t}(t-\tau)^{1-\alpha}(\tau-s)^{\alpha-1} d \tau \\
& \quad=\frac{d^{2}}{d t^{2}} \int_{t_{k}}^{t}(t-s) f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s \\
& \quad=f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right), \quad \text { a.e. } t \in\left[t_{k}, t_{k+1}\right] . \tag{3.6}
\end{align*}
$$

Noting (3.3), we have $\left[I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right]^{(i)}\left(t_{k}^{+}\right)=0, i=0,1$. Then, from Definition 2.3, with $g(t)$ replaced by $\left[I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)$ and applying (3.6), we derive

$$
\left[{ }^{c} D_{t_{k}^{+}}^{\alpha} I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)=\left[{ }^{L} D_{t_{k}^{+}}^{\alpha} I_{t_{k}^{+}}^{\alpha} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right)\right](t)=f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right) .
$$

This completes the proof.
Set $\widehat{C}=\frac{\Gamma\left(2-\gamma_{1}\right) \Gamma\left(2-\gamma_{2}\right)}{\eta^{1-\gamma_{1}} \Gamma\left(2-\gamma_{2}\right)+\left(T-t_{m}\right)^{1-\gamma_{2}} \Gamma\left(2-\gamma_{1}\right)}$.
From Lemmas 3.3 and 3.4, we have the following result.

Lemma 3.5 Assume that (H1) holds. A function $x \in X$ is a solution of problem (1.1)-(1.3) if and only if $x(t)$ is a solution of the following fractional integral equation:

$$
x(t)= \begin{cases}\left(F_{0}^{\alpha} f\right)(t)+\left(P_{0} f\right)(t)+(Q f)(t), & t \in J_{0},  \tag{3.7}\\ \left(F_{k}^{\alpha} f\right)(t)+\left(P_{k} f\right)(t)+(Q f)(t), & t \in J_{k}, k=1,2, \ldots, m,\end{cases}
$$

where

$$
\begin{align*}
\left(F_{k}^{\alpha} f\right)(t)= & \int_{t_{k}}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, x(s), D_{t_{k}^{\prime}}^{\beta} x(s)\right) d s, \quad k=0,1, \ldots, m, \\
\left(P_{k} f\right)(t)= & \sum_{i=1}^{k}\left(\left(F_{i-1}^{\alpha} f\right)\left(t_{i}\right)+I_{i}\left(x\left(t_{i}^{-}\right)\right)\right)+\sum_{i=1}^{k}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)\left(t-t_{i}\right) \\
& -\frac{1}{2}\left(F_{0}^{\alpha} f\right)(\eta), \quad k=1, \ldots, m, \\
(Q f)(t)= & \widehat{C}\left(t-\frac{\eta}{2}\right)\left[-\left(F_{0}^{\alpha-\gamma_{1}} f\right)(\eta)-\left(F_{m}^{\alpha-\gamma_{2}} f\right)(T)\right.  \tag{3.8}\\
& \left.-\frac{\left(T-t_{m}\right)^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)} \sum_{i=1}^{m}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)\right], \\
\left(P_{0} f\right)(t)= & -\frac{1}{2}\left(F_{0}^{\alpha} f\right)(\eta) .
\end{align*}
$$

Proof (Necessity) Let $x \in X$ be the solution of (1.1)-(1.3). From Lemma 3.4, ${ }^{c} D_{t_{k}^{\alpha}}^{\alpha} x(t)=$ $f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right)$ implies ${ }^{c} D_{t_{k}^{+}}^{\alpha}\left(x(t)-\left(F_{k}^{\alpha} f\right)(t)\right)=0, k=0,1, \ldots, m$.

If $t \in J_{0}$, then Lemma 2.5, (3.5), Lemmas 2.6 and 2.7 imply

$$
\begin{align*}
& x(t)=\left(F_{0}^{\alpha} f\right)(t)+c_{0}+c_{1} t, \quad x^{\prime}(t)=\left(F_{0}^{\alpha-1} f\right)(t)+c_{1},  \tag{3.9}\\
& { }^{c} D_{0^{+}}^{\gamma_{1}} x(\eta)=\left(F_{0}^{\alpha-\gamma_{1}} f\right)(\eta)+\frac{c_{1} \eta^{1-\gamma_{1}}}{\Gamma\left(2-\gamma_{1}\right)},  \tag{3.10}\\
& x\left(t_{1}^{-}\right)=\left(F_{0}^{\alpha} f\right)\left(t_{1}\right)+c_{0}+c_{1} t_{1}, \quad x^{\prime}\left(t_{1}^{-}\right)=\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+c_{1},
\end{align*}
$$

for some $c_{0}, c_{1} \in \mathbb{R}$. Applying the boundary condition $x(0)+x(\eta)=0$, we obtain

$$
\begin{equation*}
c_{0}=-\frac{1}{2}\left(F_{0}^{\alpha} f\right)(\eta)-\frac{c_{1} \eta}{2} . \tag{3.11}
\end{equation*}
$$

If $t \in J_{1}$, then Lemma 2.5 and (3.5) imply

$$
x(t)=\left(F_{1}^{\alpha} f\right)(t)+c_{2}+c_{3}\left(t-t_{1}\right), \quad x^{\prime}(t)=\left(F_{1}^{\alpha-1} f\right)(t)+c_{3},
$$

for some $c_{2}, c_{3} \in \mathbb{R}$. Thus, we have $x\left(t_{1}^{+}\right)=c_{2}, x^{\prime}\left(t_{1}^{+}\right)=c_{3}$. Applying the impulsive condition (1.2), we derive that

$$
c_{2}=\left(F_{0}^{\alpha} f\right)\left(t_{1}\right)+c_{0}+c_{1} t_{1}+I_{1}\left(x\left(t_{1}^{-}\right)\right), \quad c_{3}=\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)+c_{1}
$$

Then, for $t \in J_{1}$,

$$
\begin{aligned}
& x(t)=\left(F_{1}^{\alpha} f\right)(t)+\left(F_{0}^{\alpha} f\right)\left(t_{1}\right)+I_{1}\left(x\left(t_{1}^{-}\right)\right)+\left(\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)\right)\left(t-t_{1}\right)+c_{0}+c_{1} t, \\
& x^{\prime}(t)=\left(F_{1}^{\alpha-1} f\right)(t)+\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)+c_{1} \\
& x\left(t_{2}^{-}\right)=\left(F_{1}^{\alpha} f\right)\left(t_{2}\right)+\left(F_{0}^{\alpha} f\right)\left(t_{1}\right)+I_{1}\left(x\left(t_{1}^{-}\right)\right)+\left(\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)\right)\left(t_{2}-t_{1}\right)+c_{0}+c_{1} t_{2}, \\
& x^{\prime}\left(t_{2}^{-}\right)=\left(F_{1}^{\alpha-1} f\right)\left(t_{2}\right)+\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)+c_{1} .
\end{aligned}
$$

If $t \in J_{2}$, then Lemma 2.5 and (3.5) imply

$$
x(t)=\left(F_{2}^{\alpha} f\right)(t)+c_{4}+c_{5}\left(t-t_{2}\right), \quad x^{\prime}(t)=\left(F_{2}^{\alpha-1} f\right)(t)+c_{5},
$$

for some $c_{4}, c_{5} \in \mathbb{R}$. Then $x\left(t_{2}^{+}\right)=c_{4}, x^{\prime}\left(t_{2}^{+}\right)=c_{5}$. Applying the impulsive condition (1.2), we obtain

$$
\begin{aligned}
& c_{4}=\sum_{i=1}^{2}\left(\left(F_{i-1}^{\alpha} f\right)\left(t_{i}\right)+I_{i}\left(x\left(t_{i}^{-}\right)\right)\right)+\left(\left(F_{0}^{\alpha-1} f\right)\left(t_{1}\right)+\widetilde{I}_{1}\left(x\left(t_{1}^{-}\right)\right)\right)\left(t_{2}-t_{1}\right)+c_{0}+c_{1} t_{2} \\
& c_{5}=\sum_{i=1}^{2}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)+c_{1}
\end{aligned}
$$

Then, for $t \in J_{2}$,

$$
\begin{aligned}
x(t)= & \left(F_{2}^{\alpha} f\right)(t)+\sum_{i=1}^{2}\left(\left(F_{i-1}^{\alpha} f\right)\left(t_{i}\right)+I_{i}\left(x\left(t_{i}^{-}\right)\right)\right) \\
& +\sum_{i=1}^{2}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)\left(t-t_{i}\right)+c_{0}+c_{1} t .
\end{aligned}
$$

By repeating the process, for $t \in J_{k}, k=1,2, \ldots, m$, we have

$$
\begin{aligned}
x(t)= & \left(F_{k}^{\alpha} f\right)(t)+\sum_{i=1}^{k}\left(\left(F_{i-1}^{\alpha} f\right)\left(t_{i}\right)+I_{i}\left(x\left(t_{i}^{-}\right)\right)\right) \\
& +\sum_{i=1}^{k}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)\left(t-t_{i}\right)+c_{0}+c_{1} t
\end{aligned}
$$

By (3.11), we obtain

$$
\begin{equation*}
x(t)=\left(F_{k}^{\alpha} f\right)(t)+\left(P_{k} f\right)(t)+c_{1}\left(t-\frac{\eta}{2}\right), \quad t \in J_{k}, k=1,2, \ldots, m \tag{3.12}
\end{equation*}
$$

It follows from (2.1) and Lemma 2.7 that we have

$$
\begin{align*}
{ }^{c} D_{t_{m}^{+}}^{\gamma_{2}} x(T)= & \left(F_{m}^{\alpha-\gamma_{2}} f\right)(T) \\
& +\sum_{i=1}^{m}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right) \frac{\left(T-t_{m}\right)^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}+\frac{c_{1}\left(T-t_{m}\right)^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)} \tag{3.13}
\end{align*}
$$

Applying the boundary condition (1.3) to (3.10) and (3.13), we get

$$
\begin{align*}
c_{1}= & \widehat{C}\left[-\left(F_{0}^{\alpha-\gamma_{1}} f\right)(\eta)-\left(F_{m}^{\alpha-\gamma_{2}} f\right)(T)\right. \\
& \left.-\frac{\left(T-t_{m}\right)^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)} \sum_{i=1}^{m}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right)\right] \tag{3.14}
\end{align*}
$$

Now, it is clear that (3.9)-(3.14) imply (3.7).
(Sufficiency) Let $x(t)$ satisfy (3.7). Noting Lemmas 3.4 and 2.6, $\left({ }^{c} D_{t_{k}^{+}}^{\alpha} t=0\right),\left({ }^{c} D_{t_{k}^{+}}^{\alpha}\right)(t)$ exists and ${ }^{c} D_{t_{k}^{+}}^{\alpha} x(t)=f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right)$ for a.e. $t \in J_{k}(k=0,1, \ldots, m)$. Moreover,

$$
\begin{aligned}
x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)= & \left(F_{k}^{\alpha} f\right)\left(t_{k}^{+}\right)+\left(P_{k} f\right)\left(t_{k}^{+}\right)+(Q f)\left(t_{k}^{+}\right) \\
& -\left[\left(F_{k-1}^{\alpha} f\right)\left(t_{k}^{-}\right)+\left(P_{k-1} f\right)\left(t_{k}^{-}\right)+(Q f)\left(t_{k}^{-}\right)\right] \\
= & -\int_{t_{k-1}}^{t_{k}} \frac{\left(t_{k}-s\right)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s+\left(F_{k-1}^{\alpha} f\right)\left(t_{k}\right)+I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
= & I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

similarly, $x^{\prime}\left(t_{k}^{+}\right)-x^{\prime}\left(t_{k}^{-}\right)=\widetilde{I}_{k}\left(x\left(t_{k}^{-}\right)\right)$. The boundary conditions (1.3) are clearly satisfied, that is, $x(t)$ satisfies (1.1)-(1.3).

## 4 Existence result

In this section, we deal with the existence of solution for problem (1.1)-(1.3). To this end, we consider the following assumption.
(H2) There exist positive constants $l_{k}, \tilde{l}_{k}$ and $\lambda_{3} \in[0,1), \lambda_{4} \in[0,1]$ such that

$$
\left|I_{k}(u)\right| \leq l_{k}|u|^{\lambda_{3}}, \quad\left|\widetilde{I}_{k}(u)\right| \leq \tilde{l}_{k}|u|^{\lambda_{4}}, \quad u \in \mathbb{R}, k=1,2, \ldots, m .
$$

For convenience, we introduce the following denotations.

$$
\begin{aligned}
& \delta_{y}=\left(\frac{1-\sigma}{y-\sigma}\right)^{1-\sigma} \cdot \frac{T^{y-\sigma}}{\Gamma(y)}\|\mu\|_{L^{\frac{1}{\sigma}}}, \quad y>\sigma, \\
& \widetilde{C}=m\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \delta_{\alpha-1}+\widehat{C}\left(\delta_{\alpha-\gamma_{1}}+\delta_{\alpha-\gamma_{2}}\right), \\
& \widetilde{M}=\max \left\{\left(m+\frac{3}{2}\right) \delta_{\alpha}, \delta_{\alpha-1}, \delta_{\alpha-\beta}\right\}+\max \left\{1, T, \frac{T^{1-\beta}}{\Gamma(2-\beta)}\right\} \widetilde{C}, \\
& \widehat{M}=\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \max \left\{1, T, \frac{T^{1-\beta}}{\Gamma(2-\beta)}\right\} \sum_{i=1}^{m} \widetilde{l}_{i} .
\end{aligned}
$$

Theorem 4.1 Assume that $(\mathrm{H} 1)$ and $(\mathrm{H} 2)$ are satisfied, then problem (1.1)-(1.3) has at least one solution $x \in X$ if $\lambda_{4} \in[0,1)$, or $\lambda_{4}=1$ with $\widehat{M}<1$.

Proof Define an operator $\Lambda$ on $X$ as follows:

$$
(\Lambda x)(t)= \begin{cases}\left(F_{0}^{\alpha} f\right)(t)+\left(P_{0} f\right)(t)+(Q f)(t), & t \in J_{0},  \tag{4.1}\\ \left(F_{k}^{\alpha} f\right)(t)+\left(P_{k} f\right)(t)+(Q f)(t), & t \in J_{k}, k=1,2, \ldots, m\end{cases}
$$

then

$$
(\Lambda x)^{\prime}(t)=\left\{\begin{array}{l}
\left(F_{0}^{\alpha-1} f\right)(t)+(Q f)^{\prime}(t), \quad t \in J_{0}  \tag{4.2}\\
\left(F_{k}^{\alpha-1} f\right)(t)+\left(P_{k} f\right)^{\prime}(t)+(Q f)^{\prime}(t), \quad t \in J_{k}, k=1,2, \ldots, m
\end{array}\right.
$$

and

$$
\left({ }^{c} D_{t_{k}^{+}}^{\beta} \Lambda x\right)(t)=\left\{\begin{array}{l}
\left(F_{0}^{\alpha-\beta} f\right)(t)+\left({ }^{c} D_{0^{+}}^{\beta} Q f\right)(t), \quad t \in J_{0},  \tag{4.3}\\
\left(F_{k}^{\alpha-\beta} f\right)(t)+\left({ }^{c} D_{t_{k}^{+}}^{\beta} P_{k} f\right)(t)+\left({ }^{c} D_{t_{k}^{+}}^{\beta} Q f\right)(t), \quad t \in J_{k}, k=1,2, \ldots, m,
\end{array}\right.
$$

where for $t \in J_{k}, k=1, \ldots, m$,

$$
\begin{aligned}
& \left(P_{k} f\right)^{\prime}(t)=\sum_{i=1}^{k}\left(\left(F_{i-1}^{\alpha-1} f\right)\left(t_{i}\right)+\widetilde{I}_{i}\left(x\left(t_{i}^{-}\right)\right)\right) \\
& (Q f)^{\prime}(t)=\widehat{C}\left[-\left(F_{0}^{\alpha-\gamma_{1}} f\right)(\eta)-\left(F_{m}^{\alpha-\gamma_{2}} f\right)(T)-\frac{\left(T-t_{m}\right)^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\left(P_{m} f\right)^{\prime}(t)\right] \\
& \left({ }^{c} D_{t_{k}^{+}}^{\beta} P_{k} f\right)(t)=\frac{\left(t-t_{k}\right)^{1-\beta}}{\Gamma(2-\beta)}\left(P_{k} f\right)^{\prime}(t), \\
& \left({ }^{c} D_{t_{k}^{+}}^{\beta} Q f\right)(t)=\frac{\left(t-t_{k}\right)^{1-\beta}}{\Gamma(2-\beta)}(Q f)^{\prime}(t)
\end{aligned}
$$

From (H1), $\Lambda: X \rightarrow X$ is clearly well defined. It is obvious that the fixed point of $\Lambda$ is the solution of problem (1.1)-(1.3) by Lemma 3.5. Next, we split the proof into several steps to prove the existence of the fixed point of $\Lambda$.
Step 1. We prove that the operator $\Lambda$ is continuous.
Let $\left\{x_{n}\right\}$ be a sequence such that $x_{n} \rightarrow x$ in $X$, then there exists $\varepsilon>0$ such that $\left\|x_{n}-x\right\|_{1} \leq \varepsilon$ for $n$ sufficiently large. By (H1), we obtain

$$
\left|f\left(t, x_{n}(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x_{n}(t)\right)-f\left(t, x(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right)\right| \leq 2 \mu(t)\left[\left(\varepsilon+\|x\|_{1}\right)^{\lambda_{1}}+\left(\varepsilon+\|x\|_{1}\right)^{\lambda_{2}}\right] .
$$

Moreover, $f$ satisfies (H1), for almost every $t \in J$, we get $f\left(t, x_{n}(t),{ }^{c} D_{t_{k}^{+}}^{\beta} x_{n}(t)\right) \rightarrow f(t, x(t)$, $\left.{ }^{c} D_{t_{k}^{+}}^{\beta} x(t)\right)$ as $n \rightarrow \infty$. It follows from (3.2), the Lebesgue dominated convergence theorem and the continuity of $I_{k}, \widetilde{I}_{k}$ that

$$
\left\|\Lambda x_{n}-\Lambda x\right\|_{1} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

Now we can see that $\Lambda$ is continuous.

Step 2. For $r>0$, we define $B_{r}=\left\{x \in X:\|x\|_{1} \leq r\right\}$. For $x \in B_{r}, k=0,1,2, \ldots, m$, from (3.1) and (3.8), we have

$$
\begin{equation*}
\left|\left(F_{k}^{y} f\right)(t)\right| \leq \delta_{y}\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right), \tag{4.4}
\end{equation*}
$$

where $y$ can be replaced by $\alpha, \alpha-1, \alpha-\beta, \alpha-\gamma_{1}$ or $\alpha-\gamma_{2}$.
Furthermore, for $t \in J_{k}, k=0,1, \ldots, m$, by (4.1)-(4.4), we get

$$
\begin{aligned}
& \left|\left(F_{k}^{\alpha} f\right)(t)+\left(P_{k} f\right)(t)+(Q f)(t)\right| \\
& \quad \leq\left[\left(m+\frac{3}{2}\right) \delta_{\alpha}+T \widetilde{C}\right]\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+\sum_{i=1}^{m} l_{i} r^{\lambda_{3}}+T\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \sum_{i=1}^{m} \widetilde{l}_{i} r^{\lambda_{4}} \\
& \left|\left(F_{k}^{\alpha-1} f\right)(t)+\left(P_{k} f\right)^{\prime}(t)+(Q f)^{\prime}(t)\right| \\
& \quad \leq\left(\delta_{\alpha-1}+\widetilde{C}\right)\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \sum_{i=1}^{m} \widetilde{l}_{i} r^{\lambda_{4}} \\
& \left|\left(F_{k}^{\alpha-\beta} f\right)(t)+\left({ }^{c} D_{t_{k}^{+}}^{\beta} P_{k} f\right)(t)+\left({ }^{c} D_{t_{k}^{+}}^{\beta} Q f\right)(t)\right| \\
& \quad \leq\left(\delta_{\alpha-\beta}+\frac{T^{1-\beta}}{\Gamma(2-\beta)} \widetilde{C}\right)\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+\frac{T^{1-\beta}}{\Gamma(2-\beta)}\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \sum_{i=1}^{m} \widetilde{l}_{i} r^{\lambda_{4}}
\end{aligned}
$$

which implies

$$
\|\Lambda x\|_{1} \leq \tilde{M}\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+r^{\lambda_{3}} \sum_{i=1}^{m} l_{i}+\widehat{M} r^{\lambda_{4}}
$$

Next, we show that there exists some $r>0$ such that $\Lambda B_{r} \subset B_{r}$. Suppose, on the contrary, that for each $r>0$, there exist $\tilde{x}^{r}(\cdot) \in B_{r}$ and some $\tilde{t} \in J_{k}$ such that $\Upsilon:=$ $\max \left\{\left|\left(\Lambda \tilde{x}^{r}\right)(\tilde{t})\right|,\left|\left(\Lambda \tilde{x}^{r}\right)^{\prime}(\tilde{t})\right|,\left.\right|^{c} D_{t_{k}^{+}}^{\beta}\left(\Lambda \tilde{x}^{r}\right)(\tilde{t}) \mid\right\}>r$. Then

$$
r<\left\|\Lambda \widetilde{\mathcal{x}}^{r}\right\|_{1} \leq \tilde{M}\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+r^{\lambda_{3}} \sum_{i=1}^{m} l_{i}+\widehat{M} r^{\lambda_{4}} .
$$

Dividing both sides by $r$ and taking $r \rightarrow \infty$, we get

$$
\begin{cases}1 \leq \lim _{r \rightarrow \infty}\left(\tilde{M}\left(r^{\lambda_{1}-1}+r^{\lambda_{2}-1}\right)+r^{\lambda_{3}-1} \sum_{i=1}^{m} l_{i}+\widehat{M} r^{\lambda_{4}-1}\right)=0 & \text { for } \lambda_{4} \in[0,1) \\ 1 \leq \lim _{r \rightarrow \infty}\left[\tilde{M}\left(r^{\lambda_{1}-1}+r^{\lambda_{2}-1}\right)+r^{\lambda_{3}-1} \sum_{i=1}^{m} l_{i}+\widehat{M}\right]=\widehat{M} & \text { for } \lambda_{4}=1\end{cases}
$$

This is a contradiction.
Step 3. We prove that $\Lambda B_{r}$ is equicontinuous on a finite closed sub-interval on $J_{k}$ ( $k=$ $0,1, \ldots, m)$. Let $x \in B_{r}$, for any $\tau_{2}, \tau_{1} \in J_{k}(k=0,1,2, \ldots, m)$ and $\tau_{2}<\tau_{1}$, clearly, we have

$$
\begin{aligned}
& \left|\left(F_{k}^{\alpha} f\right)\left(\tau_{1}\right)-\left(F_{k}^{\alpha} f\right)\left(\tau_{2}\right)\right| \\
& \quad=\left|\int_{t_{k}}^{\tau_{1}} \frac{\left(\tau_{1}-s\right)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s-\int_{t_{k}}^{\tau_{2}} \frac{\left(\tau_{2}-s\right)^{\alpha-1}}{\Gamma(\alpha)} f\left(s, x(s),{ }^{c} D_{t_{k}^{+}}^{\beta} x(s)\right) d s\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & {\left[\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{\tau_{2}}\left[\left(\tau_{1}-s\right)^{\alpha-1}-\left(\tau_{2}-s\right)^{\alpha-1}\right] \mu(s) d s\right.} \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{\tau_{2}}^{\tau_{1}}\left(\tau_{1}-s\right)^{\alpha-1} \mu(s) d s\right]\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right) \\
\rightarrow & 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left|(\Lambda x)\left(\tau_{1}\right)-(\Lambda x)\left(\tau_{2}\right)\right| \\
& \quad \leq\left|\left(F_{k}^{\alpha} f\right)\left(\tau_{1}\right)-\left(F_{k}^{\alpha} f\right)\left(\tau_{2}\right)\right|+\left|\left(P_{k} f\right)\left(\tau_{1}\right)-\left(P_{k} f\right)\left(\tau_{2}\right)\right|+\left|(Q f)\left(\tau_{1}\right)-(Q f)\left(\tau_{2}\right)\right| \\
& \quad \leq\left|\left(F_{k}^{\alpha} f\right)\left(\tau_{1}\right)-\left(F_{k}^{\alpha} f\right)\left(\tau_{2}\right)\right|+\left[\widetilde{C}\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \sum_{i=1}^{m} \widetilde{l}_{i} r^{\lambda_{4}}\right]\left(\tau_{1}-\tau_{2}\right) \\
& \quad \rightarrow 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1} .
\end{aligned}
$$

Similarly, by Lemma 3.2 and (3.1),

$$
\begin{aligned}
& \left|(\Lambda x)^{\prime}\left(\tau_{1}\right)-(\Lambda x)^{\prime}\left(\tau_{2}\right)\right| \\
& \quad=\left|\left(F_{k}^{\alpha-1} f\right)\left(\tau_{1}\right)-\left(F_{k}^{\alpha-1} f\right)\left(\tau_{2}\right)\right| \\
& \leq \\
& \leq\left[\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{\tau_{2}}\left[\left(\tau_{1}-s\right)^{\alpha-2}-\left(\tau_{2}-s\right)^{\alpha-2}\right] \mu(s) d s\right. \\
& \left.\quad+\frac{1}{\Gamma(\alpha)} \int_{\tau_{2}}^{\tau_{1}}\left(\tau_{1}-s\right)^{\alpha-2} \mu(s) d s\right]\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right) \\
& \quad \rightarrow 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1}
\end{aligned}
$$

and by Lemma 2.9,

$$
\begin{aligned}
& \left|\left({ }^{c} D_{t_{k}^{+}}^{\beta} \Lambda x\right)\left(\tau_{1}\right)-\left({ }^{c} D_{t_{k}^{+}}^{\beta} \Lambda x\right)\left(\tau_{2}\right)\right| \\
& \quad \leq\left|\left(F_{k}^{\alpha-\beta} f\right)\left(\tau_{1}\right)-\left(F_{k}^{\alpha-\beta} f\right)\left(\tau_{2}\right)\right| \\
& \quad+\frac{\left(\tau_{1}-\tau_{2}\right)^{1-\beta}}{\Gamma(2-\beta)}\left[\widetilde{C}\left(r^{\lambda_{1}}+r^{\lambda_{2}}\right)+\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \sum_{i=1}^{m} \widetilde{l}_{i} r^{\lambda_{4}}\right] \\
& \quad \rightarrow 0, \quad \text { as } \tau_{2} \rightarrow \tau_{1} .
\end{aligned}
$$

Hence the set $\left\{(\Lambda x)(\cdot): x \in B_{r}\right\}$ is equicontinuous. From the above steps, it follows that $\Lambda$ is completely continuous. Now, it follows from Schauder's fixed point theorem that $\Lambda$ has a fixed point $x \in B_{r}$, which corresponds to a solution of problem (1.1)-(1.3).

## 5 Application

In this section, we give an example to illustrate the usefulness of our main result.

Example 5.1 Consider the following impulsive boundary problem of fractional order:

Set

$$
\begin{aligned}
& f\left(t, x(t),{ }^{c} D_{*}^{\frac{1}{5}} x(t)\right)=x^{\frac{1}{3}}(t)+\left.\left.\frac{1}{\sqrt[12]{t}} \sin \right|^{c} D_{*}^{\frac{1}{5}} x(t)\right|^{\frac{1}{2}} \\
& I_{1}\left(x\left(\frac{1}{}^{-}\right)\right)=\frac{\left|x\left(\frac{1}{3}^{-}\right)\right|^{\frac{1}{6}}}{10+e^{\left|x\left(\frac{1}{3}^{-}\right)\right|}} \\
& \widetilde{I}_{1}\left(x\left(\frac{1}{3}^{-}\right)\right)=\frac{\left|x\left(\frac{1}{3}^{-}\right)\right|^{5}}{7+3\left|x\left(\frac{1}{3}^{-}\right)\right|^{4}}
\end{aligned}
$$

Obviously,

$$
\begin{aligned}
& \left|f\left(t, x(t),{ }^{c} D_{*}^{\frac{1}{5}} x(t)\right)\right|<\mu(t)\left[|x(t)|^{\frac{1}{3}}+\left.\left.\right|^{c} D_{*}^{\frac{1}{5}} x(t)\right|^{\frac{1}{2}}\right] \\
& \left|I_{1}(x)\right| \leq \frac{1}{10}|x|^{\frac{1}{6}}, \quad\left|\widetilde{I}_{1}(x)\right| \leq \frac{1}{3}|x|,
\end{aligned}
$$

where $\mu(t)=\frac{1}{\sqrt[12]{t}} \in L^{\frac{1}{\sigma}}([0,1])\left(\sigma=\frac{1}{6}\right)$ and $\|\mu\|_{L^{6}}=2^{\frac{1}{6}}$. Assumptions (H1) and (H2) now hold. Noting that $\alpha=\frac{3}{2}, \beta=\frac{1}{5}, \gamma_{1}=\frac{1}{3}, \gamma_{2}=\frac{1}{4}, \sigma=\frac{1}{6}$ and $l_{1}=\frac{1}{10}, \tilde{l}_{1}=\frac{1}{3}$, we get

$$
\begin{aligned}
& \widehat{C}=\frac{\Gamma\left(2-\gamma_{1}\right) \Gamma\left(2-\gamma_{2}\right)}{\eta^{1-\gamma_{1}} \Gamma\left(2-\gamma_{2}\right)+\left(T-t_{m}\right)^{1-\gamma_{2}} \Gamma\left(2-\gamma_{1}\right)}=\frac{\Gamma\left(\frac{5}{3}\right) \Gamma\left(\frac{7}{4}\right)}{\left(\frac{1}{4}\right)^{\frac{2}{3}} \Gamma\left(\frac{7}{4}\right)+\left(\frac{2}{3}\right)^{\frac{3}{4}} \Gamma\left(\frac{5}{3}\right)} \approx 0.80, \\
& \widehat{M}=\left(1+\frac{\widehat{C} T^{1-\gamma_{2}}}{\Gamma\left(2-\gamma_{2}\right)}\right) \max \left\{1, T, \frac{T^{1-\beta}}{\Gamma(2-\beta)}\right\} \sum_{i=1}^{m} \widetilde{l}_{i}=\frac{1}{3 \Gamma\left(\frac{9}{5}\right)}\left(1+\frac{\widehat{C}}{\Gamma\left(\frac{7}{4}\right)}\right) \approx 0.67<1 .
\end{aligned}
$$

Therefore, due to the fact that all the assumptions of Theorem 4.1 hold, problem (5.1) has at least one solution.
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